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While it is generally agreed that transportation and land use interact with each other, the feedback mechanism in their relationship has not been well defined at a level of detail that adequately supports travel demand modeling. Most studies to date have been at metropolitan level, thus unable to account for interactions spatially and temporally at smaller geographic scales. Additionally, such studies require a significant amount of historical and geographic data, which are not well supported in the current Geographic Information Systems (GIS). In this study, historical land use and transportation data were collected and converted to GIS data. TransLand, a GIS program that was capable of handling and manipulating spatiotemporal data, was implemented and a framework for identifying the spatial and temporal interactions between transportation and land use was developed. TransLand was implemented in ArcGIS 8.0 environment and is capable of storing temporal spatial data and extracting useful information to support the visualization and analysis of transportation and land interactions. A framework for identifying the spatial and temporal interactions between transportation and land use was developed based on statistical analysis of time series, which was applied to selected corridor areas in Miami-Dade County, Florida. The results of the time-series analysis showed that transportation improvements impacted land uses at varying rates and intensities. Cumulated impact was also measured with time series techniques.
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EXECUTIVE SUMMARY

INTRODUCTION

In the last century, the development of transportation technologies together with transportation networks has been one of most important factors influencing the shape and the size of cities. Automobiles, with their unparalleled mobility, flexibility, and comfort, have expanded the urban size by making long distance trips easier than ever and have resulted in decentralization of employment and urban sprawl.

In response to sprawl, citizens, public interest groups, and state and local governments have begun to develop smart-growth solutions to guide growth into existing areas with mixed use and public transportation options and to conserve farmland and open space. To achieve smart-growth solutions, integrating transportation and land use planning is extremely important. However, as pointed out in the Special Report 245 published by the Transportation Research Board (TRB 1995), “the state of knowledge and modeling practice are not adequate for predicting with certainty the impacts of highway capacity additions.” This statement is still true today. In conventional travel demand modeling procedures, interaction or feedback mechanism between transportation and land use is not adequately modeled, including the implications of transportation investments with regard to the patterns of land development, time lags between transportation projects and land development, growth rate of development, and “equilibrium point”, or the point at which development levels off for a given level of service of the transportation system. While travel demand models consider impacts of land use on transportation systems (e.g., trip generation is determined based on land use variables), most lack the ability to reflect the implications of transportation investments on the patterns of land development except in a limited way such as considering accessibility measured in interzonal travel time. Additionally, any changes in the transportation system are usually fed into a land use model assuming an immediate response in land use to transportation improvements. However, the responses from land use to transportation improvements usually lag behind and the processes that land use and transportation system influence each other are dynamic and the two co-evolve. This co-evolution process is not captured in traditional transportation models or is over-simplified. The lag effects of transportation improvements on land uses have not been adequately studied. While there have been empirical studies on time lags, e.g., changes in property values or travel behaviors measured in vehicle-miles traveled, these studies are limited in their scopes.

Due to the time lag between transportation improvement construction and the changes to land use stimulated by these projects, the collection and examination of historical data on both transportation projects and land use are needed to gain a better understanding of the interaction between them. In the past, the lack of digital data of historical land-use changes and transportation systems, as well as the lack of the necessary analysis tools, has limited studies on the interaction between land use and transportation to a particular project or a particular area of interest and the spatial, and temporal aspects have not been adequately considered. The last two decades have witnessed great advances in computer technologies, digital mapping, and geographic information systems (GIS), including the development of temporal GIS technologies.
that are capable of supporting analyses of data that have both a spatial context and a time dimension. These advances offer us a new opportunity to examine the land use and transportation co-evolution at a larger scale and at a more detailed level.

This research has two main goals. One was to develop a temporal GIS to support management of historical data on land use and transportation and to support visualization and analysis of the data for travel model improvement efforts. Another was to design a methodology for analyzing the interactions between land use and transportation. The specific objectives include:

1. Design a temporal GIS data model that supports the storage, retrieval, and analysis of spatiotemporal data;
2. Implement a prototype temporal GIS program that supports the analysis of historical land use and transportation data;
3. Identify availability of historical data on land use and transportation and collect and process such data to build temporal GIS databases;
4. Identify the types of new land developments that occur in transportation project areas; and
5. Study the temporal patterns of land developments, including time lags between transportation improvements and land developments, the rate of development, and length of intensified land developments stimulated by transportation improvements.

In the remainder of this report, the literature on transportation and land use interactions and on temporal GIS is reviewed in Chapter 2. Chapters 3 and 4 discuss the design of a temporal GIS data model and the implementation of the temporal GIS data model, temporal databases, and graphic user interface. Chapter 5 describes time-series analysis as a tool to support the analysis of interactions between land use and transportation. Basic definitions and concepts of time-series analysis are provided. Chapter 6 presents case studies of three corridors and describes the study data, study area selections, methodology, and results. Finally, conclusions and recommendations from this research are provided in Chapters 7 and 8.

LITERATURE REVIEW

The literature reviewed included transportation and land use interactions and advancement in the field of temporal GIS.

Transportation and Land Use Interactions

Highway Impacts on Land Use

Evidence has been well documented that changes in the nation’s transportation system have resulted in changes in people’s lifestyles, including choice of work and residential locations and travel behavior (Adams 1970, Middleton 1967, Smerk 1967, Smith 1984, Flink 1975, Muller 1986). The availability of inexpensive automobiles and massive construction of expressways have been considered the driving forces behind the exodus of city dwellers to suburbs and relocation and dispersion of employment centers (Moynihan 1960, Muller 1986).
The debate concerning changes to America’s urban structure that caused suburban sprawl began 40 years ago and continues today. The issue, however, is much more complex than the relationship strictly between highways, auto ownership, and land use. Scholars have argued that additional, equally important factors also contributed to suburbanization including dependency on property tax and inadequate representation of city governments in the legislature of some states (Meyer 1968), as well as “…cheap credits, favorable mortgage loan terms, accumulations of savings, rapid family formation, the postwar baby boom, favorable tax treatment, a strong preference for home ownership, and the suburbanization of an ever larger number of jobs” (Kain 1970).

Payne-Maxie Consultants (1980) conducted a study to assess the beltways’ impacts on land use and urban development. The analysis of growth and economic activity showed that beltways might have had some influence on metropolitan development patterns. Beltway location, mileage, distance from the CBD, or the density of interchanges showed more effects on land use changes than the presence of a beltway alone did.

Several studies were conducted on the effects of highway improvement projects on land use in Texas (Cosby and Buffington 1978a, Cosby 1979, Cosby and Buffington 1978b, Buffington et al. 1985). These studies found increased land development activities in both short-term and long-term, with changes occurring at the highest rate in the short-term, but diminishing in the long-run. A study by Herndon (1980), however, found little impact on land use change and development from a street improvement project and contributed the absence of this impact to the limited opportunities for growth because most of the changes in land use in terms of predominant land use, enforced subdivision restrictions, quality of buildings, and lack of unimproved property occurred before the street improvement began.

**Transportation Project Impacts on Property Values**

Huang (1994) suggested that highway interchanges and public transit stations positively impacted land value, but the extent and magnitude of the impacts varied. In a review of empirical studies over the past four decades on how transportation facilities affected property values, Ryan (1999) recommended the use of travel time savings as the measure of transportation access. When accurately measured, property values tend to show the theoretically expected relationship with transportation access. Swenson et al. (1998) also claimed that there was a strong correlation between transportation infrastructure investments and population, population density, total property values, and growth per square mile in property values. Vadali et al. (2001) performed a study on an approximately 9.2 mile segment of the recently reconstructed North Central Expressway (NCE), to evaluate the impact of transportation improvements, and concluded that property values were affected to a greater degree due to traffic-related effects than because of the distance from freeway. Voith (1992) found that homes commanded higher sales prices when they were located in places where highway travel time to the Philadelphia central business district was less, all else being equal.
Location Choice

Location choice theory has played an important role and has contributed theoretically and empirically to regional science. It focuses on the ‘where’ and ‘why there’ questions of human activities with respect to both households and businesses and on location patterns. Headicar (1996) considered it fundamental to the evolution of urban settlements that the location of new developments was determined largely by the opportunities for interaction created by the transportation system. Geographically, the pattern of growth had not been uniform, but was biased towards particular types of locations where investments tend to be concentrated:

Kawamura (2001) assessed the difference in location choice patterns based on data from 1981 and 1999 in the six-county Chicago region (Cook, DuPage, Kane, Lake, McHenry, and Will counties) by quantifying changes in the location pattern of various business sectors in relation to transportation facilities. The findings indicated that after controlling non-transportation factors and density of transportation facilities, businesses looked for places closer to freeway ramps as they moved farther away from the central business district (CBD).

Induced Travel

In recent years, the phenomenon often referred to as “induced travel” (also known as “generated traffic”) has attracted much attention among transportation planners. Induced travel is the additional travel resulting from improvements to transportation facilities intended to provide greater capacity. This increased capacity will initially result in reduction of congestion on the improved facilities. However, traffic on the new facilities tends to gradually increase until congestion again reaches high levels, while at the same time there is no obvious reduction in congestion on the surrounding roads. The question therefore arises: will new transportation facilities or increased capacity result in more travel, thus consuming all the benefits of the investments in these improvements and resulting in more negative environmental consequences? Many researchers have attempted to answer this question by examining: (1) which factors, in addition to added capacity, may be responsible for the changes in travel demand; (2) whether there is merely redistribution of trips while the total travel (e.g., measured by VMT) remains a constant; (3) whether the change in travel is a result of modal switching; (4) whether the demand actually changes due to increased accessibility; (5) how much increase in demand will be induced by added capacity; and (6) what are the implications of induced travel on land use. Many studies demonstrated that, after factors such as population growth were accounted for, new highway construction did not induce additional travel. Yet, the questions of how much induced travel is caused by added capacity and the mechanism of induced travel remain to be fully understood.

The theory of induced travel is based on microeconomics. Induced travel is a response to the reduced price of travel. As in the case of any commodity, the demand (in this case travel) will increase when the price (travel cost) falls. Added demand may be the result of longer trips made possible by shorter travel time, mode shifts, new trips that have been suppressed by the previous level of congestion, trip redistribution, route reassignment, shift of travel time, etc. (U.K. Department of Transport 1993).
There is a general agreement that induced travel is real. However, there is no clear definition of induced travel or universally accepted units to measure induced demand. Many measures have been introduced (Downs 1962, U.K. Department of Transport 1993, DeCorla-Souza and Cohen 1998, Heanue 1998, Litman 1999, Strathman et al. 2000, Barr 2000, Fulton 2000, Abelson and Hensher 2001, Boarnet and Chalermpong 2001). Thus, the extent of induced travel has not been clearly determined.

Modeling the effect of added capacity is complicated by many behavioral or nonbehavioral factors that may contribute to demand. Based on time-series travel data for various types of roadways, the SACTRA report (1994) reported that actual travel volume was 10 percent (in the short term) to 20 percent (in the long term) higher than forecast due to unaccounted induced travel. Johnson and Ceerla (1996) studied California metropolitan areas and found the elasticities to be 0.6 to 0.9 over a period of three years. Cohen (1995) noted that travel time elasticities were generally between 0.0 and –0.1. Noland (2001) estimated a fixed effect cross-sectional time series model and a set of equations by road type. These models suggested that short-term (two-year) elasticity was greater than long-term (five-year) elasticity; and that growth of VMT on freeways and local roads was faster than on arterials. The elasticities given by the simultaneous equation model with a two-year lag were 0.567, 0.267, and 0.509 for interstate, arterial, and collectors, respectively. In another study, Noland and Cowart (2000) attempted to take into consideration the congestion level on roadways based on the notion that only added capacity on congested roads would induce travel, and analyzed annual data on metropolitan level congestion compiled by the Texas Transportation Institute (TTI), urban land area, and lane miles of capacity. After controlling for population size, population density, per capita income, fuel price, and for some of the models the lagged effects (dependent variable lagged by one year as an independent variable), the authors found that the number of lane miles accounted for about 15 percent of annual growth in VMT. However, results showed significant variations between metropolitan areas, which were not well understood. The authors hypothesized that these variations might be partially due to the varying growth rate in lane miles.

Strathman et al. (2000) used the cross-sectional approach to analyze the relationship between road capacity and VMT of 48 metropolitan areas by combining the 1995 National Personal Transportation Survey (NPTS) and the TTI mobility study, accounting for the effects of residential location, employment location, and commuting mode choice. The direct effect of a one-percent increase in per capita roadway capacity was estimated to result in a 0.29-percent increase in VMT for the short-run period, when all other variables were controlled. It was estimated that the indirect effect of a ten-percent increase in roadway capacity led to a 0.033-percent increase in VMT as a result of capacity related residential and employment density changes. Marshall (2000) conducted an aggregate analysis to estimate the effect of roadway capacity expansion on induced travel using the TTI’s Urban Congestion Study Data Set for 70 U.S. urban areas and found that daily vehicle miles per lane mile were strongly correlated with population, area, and density. Elasticities were estimated to be 0.85 for highways and 0.76 for principal arterials. Land use changes due to the addition of roadway capacity might cause long-term effects (or secondary effects) that lagged behind induced demand. A study by Hansen (1998) pointed to a trend whereby VMT increased with the addition of capacity in terms of lane-miles of new highways. Hansen and Huang (1997) measured elasticity at the metropolitan area
level using data of VMT on state highways, state highway lane-miles, population, and per capita income for every urban county in the State of California for the years 1973 – 1990. Controlling for factors such as county population and per capita income, the elasticity of vehicle travel (VMT) with respect to lane miles was determined to be 0.3 to 0.7 for counties and 0.5 to 0.9 in California metropolitan areas for a four to five year period. Fulton et al. (2000) found a significant and robust relationship between lane miles and daily VMT in the mid-Atlantic region of the U.S. The model used to estimate both short-run and long-run elasticities had the lag structure employing an exponential distribution, which implied that the effects were assumed to be strongest in the first year and then to decline with time. The elasticity between lane miles and VMT was estimated 0.1 to 0.4 in the short-run, and 0.5 to 0.8 in the long run. The Granger test results showed that lane-mile growth temporally preceded growth in VMT. Barr (2000) concluded that there existed statistically significant relationships between travel time and VMT with elasticities in the range of -0.3 to -0.5, meaning that increases in highway capacity reduced travel time and, in turn, induced travel demand.

**Integrated Land Use and Transportation Models**

The term “integrated” implies a feedback mechanism between the transportation and land use models. The transportation model deals with forecasting travel demand and determining the adequacy of the supply of transportation services. In almost all currently employed integrated models, the transportation model is a traditional four-step model that consists of trip generation, trip distribution, modal split, and trip assignment. The land use model, on the other hand, is concerned with modeling the demand for and the spatial distribution of employment, residential, shopping, and other activities to allocate the area’s residents and workers to specific urban zones. The land use system supplies the transportation system with estimates of the location and volume of travel generators. The travel costs resulting from the equilibrium between transportation demand and supply can be fed back into the residential and employment activity location models, which in turn modify its resident and employment location estimations. This allows transportation system changes to affect land utilization, which in turn feeds back its effects in the form of new levels and locations of traffic generation. The notion of locational accessibility here plays a central role in all currently operational models. As an integral component of such accessibility, travel cost changes become part of the mechanism used to reallocate labor, residents, retail and service activities, and when modeled, freight flows between spatially separated land uses.

Within a number of operational models including the MEPLAN and Kim models, the urban system is modeled as a series of markets, with emphasis placed on clearing a transportation market and one or more other land use markets by solving a suitable set of spatially varying market prices endogenously (i.e., travel costs and site rents). Kim’s Chicago model, however, did not consider the lag effects.

Within the less inclusive models, such as ITLUP, which avoid endogenous modeling of non-transportation price mechanisms, equilibrium between the transportation system’s demands and supplies can also be brought about, stabilizing the parameters within the residential and employment activity location submodels. Such considerations of equilibrium in urban evolution
quickly take us into the area of temporal dynamics. Wegner (1995) suggested that, when considering the rate of change of different phenomena in a spectrum, networks and land uses would be slow to change, population and employment would change rapidly, and work places, housing, goods transportation, and travel would have a medium rate of change. Within the ITLUP, MEPLAN, and Dortmund models, lagged effects play an important role in linking different submodels within the transportation and land use systems both across as well as within a single time period.

More recently, a new generation of microsimulation models of land use and transportation models are emerging. UrbanSim is a simulation model for integrated planning and analysis of urban development, incorporating the interactions between land use, transportation, and public policy. With a modular design, it models household location choice, employment location choice, real estate development, interfaces with travel models, and incorporate urban dynamics into the models (Waddell 2001). Urbansim has been motivated by the need to test policies such as those regarding urban growth boundaries at the regional or metropolitan scale, street design, mixing of uses, pedestrian access at the neighborhood or site-specific scale, etc.

TRANSIMS is a disaggregate microsimulation model that simulates household activities and individual trips over a multimodal network. The type of activities and their locations are driven by household and personal demographics such as the age of an individual, the person’s income, gender, and employment status. TRANSIMS is designed to give transportation planners accurate, complete information on traffic impacts, congestion, and pollution (LANL 1999). While TRANSIMS is capable to produced detail travel information over a large network in an urban area and accurate air quality information, it does not deal with the land use issues as well as other models (e.g. MASTER and UrbanSim).

Temporal GIS

Temporal Concepts

Time is often conceptualized as a continuum on a linear scale that moves in forward or backward directions (i.e., future, present, and past). This simple conceptualization becomes insufficient when we need to deal with complex real world phenomena. Snodgrass (2000) defines three fundamental temporal data types: instant, interval, and period. He also suggests that there are three kinds of time: user-defined time, valid time, and transaction time. Frank (1998) proposes four different views of temporal taxonomy. The first view is based on the concept of events, which are abstract time points without duration or intervals between two events. The second view is based on the interpretation of processes: linear or cyclic repetitive pattern. The third view depends on the scale of measurements: ordinal time scale and interval scale. The fourth view is based on the order of events: total order, partial order, branching, and multiple perspectives of observing the event orders. Hazelton (1998) also identifies four time metaphors that are found to be in general use, which are linear metaphor, cyclic metaphor, multi-dimensional metaphor, and branching metaphor. These concepts are directly relevant to transportation studies. For example, some transportation projects are implemented with specific cycles and a transportation project could branch into separate projects with different time frames.
Hornsby and Egenhofer (2000), on the other hand, formulate time with an explicit description of change with respect to states of existence and non-existence of identifiable objects. Four types of primitives related to the identity states of objects are described: object existence, non-existing object without history, non-existing object with history, and transition about two identity states of the same object. Therefore, nine change operations are derived from a systematic combination of the first three primitives. Claramunt (1996) discusses changes in terms of events and processes. He points out that there are three main classes of basic spatiotemporal processes: evolution of a single entity, functional relationships between entities, and evolution of spatial structures involving several entities (reconstructing processes). Most real world phenomena are the outcomes of temporal processes. A process in turn consists of a set of events. An event triggers changes to a real world phenomenon that leads it from one state to another state. Temporal databases and spatiotemporal GIS need to represent and manage these states, events, and processes.

Measurement Frameworks and Spatiotemporal Data Representations

Various kinds of changes that occur to transportation and land use are interdependent, and cannot be easily separated. In order to model the interactions between different change patterns (e.g., land use changes and transportation system changes), a framework is needed to take into account the time component (when), the location component (where), and the attribute component (what) associated with these changes and their interrelationships. Sinton (1978) suggests using a measurement framework that includes the three main components (i.e., time, location, and attribute) to serve as the “fixed”, the “controlled”, and the “measured” parameters, resulting in a total of six possible measurement scenarios. Each of the six measurement scenarios is suitable for a particular type of analysis need. For example, we can “fix” time (e.g., April 1, 2001) and “control” location (e.g., 0.5-mile, 1-mile, and 1.5-mile buffer zones around the interchanges of I-75 in Broward County) to “measure” attributes such as land use types.

There have been many approaches suggested for spatiotemporal data representations. Peuquet (1994) argues that an orthogonal 4-D representation of the \((x, y, z)\) coordinates and the time \((t)\) may be inappropriate for GIS because time and space exhibit important differences in their properties. She sums up some higher-level or derived knowledge of spatiotemporal relationships and patterns and discusses the characteristics of time such as temporal cohesiveness, temporal similarity, temporal continuity, hierarchical organization, and incompleteness. Peuquet and Qian (1995) propose a conceptual TRIAD model to describe geographic information with spatial, temporal, and feature dimensions. Feature-based, location-based, and time-based representations are considered to be complementary elements in the TRIAD model. Erwig (1999) however suggests that spatiotemporal databases are essentially database about moving objects. He attempts to find a general case of geometry that may change in a continuous manner and proposes a new line of research where moving points and moving regions are viewed as three-dimensional (2D space + time) or higher-dimensional entities.

Worboys (1994) defines a spatiotemporal (ST) object as a unified object with both spatial and temporal components. An elemental spatial object (i.e., a point, a line), known as a simplex, is combined with a bitemporal element to form an ordered pair. A finite set of such ST-simplexes
satisfying certain properties is then further defined to form an ST-complex on which query algebra is developed. An ST-complex traces changes in discrete steps; therefore, it is unable to represent continuous evolution, but is well suited for processes where mutations occur in sudden jumps. Yeh (1992, 1995) provides a model for highly variable spatiotemporal data using behavioral functions. A behavioral function forms a spatiotemporal object triplet together with a timestamp and spatial data to describe versions of data evolution. The extra information allows the modeling of complex interpolations, making the data less redundant and resolving data deficiency between states.

Yuan (1996) presents a three-domain representation that defines semantic, temporal, and spatial objects in three separate domains. This data representation provides links between the three domains to describe geographic processes and phenomena. It allows the geographic concepts and entities to be represented through dynamical links among the three types of objects from either a layer or an object representation. A major advantage of this presentation is that there is no predefined data schema. In addition, it eliminates the constraints of a linear temporal scale that monitors and analyzes successive states of spatial entities. Claramunt (1996) addresses the semantics representation issue for spatiotemporal geographic information. This research retains the TRIAD data representation framework proposed by Peuquet and Qian (1995) and uses an object-oriented model to define the data structure. A spatial entity is defined by three attribute sets: temporal domain, thematic domain, and spatial domain.

**Spatiotemporal Relationships and Spatiotemporal Operators**

Temporal relationships among different events and processes are critical to spatiotemporal data analysis. An event can take place before, at the same time instant, or after other relevant events. A process may overlap with another process over a period of time. These temporal relationships are important information for understanding changes over time such as whether traffic flow increased significantly on the Sawgrass Expressway before, during, or after a major residential subdivision was built in Weston, Broward County. Peuquet (1994) defines temporal operators with three distinct classes: (1) metrics (length of the time interval) and topology (before, equal, meets, overlaps, during, starts, ends), (2) Boolean operators (and, or, not), and (3) generalization. Spatial operators include: (1) area generalization, (2) overlay, (3) spatial metric, and (4) topology. She further indicates that object operators are based on cause-and-effect relationships, such as causes/cause-by or becomes/precedes. Faria et al. (1998) suggest that temporal operators can be unary or binary, returning time values, Boolean, or objects. Spatiotemporal operators, which extend the spatial operators by adding a temporal dimension, include: location-temporal, orientation-temporal, and metric-temporal. Additional operators are defined in order to support the formulation of spatiotemporal queries.

**Spatial, Temporal, and Spatiotemporal Data Models**

A data model is a logical representation of data organization and data relationships. There are three types of data models frequently referenced in the literature. Relational data model is the most widely used data model in both computer science and GIS fields. It has a strong theoretical foundation and a standard query language (i.e., Structured Query Language or SQL). Object-
**oriented data model** is based on a set of object-oriented concepts (e.g., object, object class, inheritance, encapsulation, and polymorphism) that provides a more intuitive data representation of real world phenomena. It has gained significant attentions in the research community during the last decade. A number of commercial object-oriented database management systems (OODBMS) are available on the market today, although the relational database management systems still dominate the market. A more recent development is the **object-relation data model** that incorporates object-oriented concepts and functions into a relational database framework.

Relational data model has been the choice of implementing spatial data models in most GIS. Due to the limitations of handling coordinates data in a standard relational data model, some commercial GIS software packages also developed a proprietary file format to store the coordinates data and used a relational data model to store the attributes. The coordinate data in the proprietary file system are linked to the attribute data in a relational database through a set of unique identification numbers. The geo-relation data model used in ArcInfo (by Environmental Systems Research Institute, Redlands, CA) is an example. Object-oriented data models also attracted a lot of research interest in the GIS field. A number of commercial GIS software provide object-oriented programming tools for users to customize their GIS applications. However, most GIS packages do not adopt a complete object-oriented data model in their implementation. Due to the extension of relational data model to object-relation data model among several major relational database management system (RDBMS) vendors (e.g., Oracle Spatial, Informix Spatial Data Blade, IBM DB2 Spatial Extender), commercial GIS software vendors have started to adopt the object-relation data model. The Geodatabase data model in ArcGIS 8 is an example of object-relation data model.

GIS data models traditionally focus on the handling of locations and attributes. Time is often treated as a static component in GIS. This is known as the **snapshot approach** since each GIS layer represents the locations and attributes of a particular phenomenon (e.g., land use) at a fixed time point (e.g., March 22, 2001). Computer scientists, on the other hand, have been active on the development of temporal databases in order to better represent the time component in a database. In a relational data model, it is feasible to timestamp tables, records (i.e., tuples) in a table, or attributes in a table in order to keep track of the time component at different levels. Clifford (1982) and Clifford and Tansel (1983) discuss a historical database consisting of a collection of historical relations over the same set of states. A historical relation is viewed as a sequence of relation instances, indexed by valid time, each one representing a different state of the historical relation. Sarda (1990, 1993) describes a Historical Data Model (HDM) to support historical relations that contain either tuples stamped with a time instant or stamped with a time interval. Snodgrass (1995) proposes a conceptual data model – the Bitemporal Conceptual Data Model (BCDM) used as a basis for the definition of the temporal query language TSQL2. Data are time stamped either with sets of time instants or temporal elements.

Steiner (1998) discusses four types of temporal databases differentiated by their abilities of representing temporal information with respect to valid and transaction-time definitions. These four types of temporal databases are snapshot databases, historical databases, rollback databases, and bitemporal databases. He also introduces an object-oriented data model. A non-temporal generic OM model (Norrie 1992, 1993) is generalized into the temporal object data model
This means that all aspects of the model including constructs, operations, and constraints have temporal generalization. Furthermore, the temporal dimension applies not only to data but also to metadata. Kafer et al. (1990) extend an object data model and describe a temporal data model by mapping time sequences to a complex object data model MAD (molecule-atom data model). A time sequence represents the history of an entity of the real world by preserving the different states of the entity over time in a time-ordered sequence. Kafer and Schoning (1992) further extend a relational data model and use a time interval as timestamp instead of a time sequence. Goralewalla and Ozsu (1993) use the extensibility of the object-oriented database management system, TIGUKAT, to implement a temporal data type. This temporal data type specifies an extensible set of abstract data type (ADT) and a rich set of behaviors to model time. Three different kinds of timestamps are supported: time instants, time intervals, and durations of time. It also includes data types to model discrete, continuous, and dense time.

Armstrong (1988) discusses timestamps of vector and raster GIS data models and describes them using entity, category, and relationship diagrams. For raster-based databases, an attribute history is proposed for each individual cell, thus avoiding the costly storage of whole data layers for each version. For vector-based databases, depending on whether durations are recorded explicitly using from and to dates or implicitly by recording a single timestamp, the method associates interval-stamped attributes with instant-stamped attributed in many-to-many relationships. Wachowicz and Healey (1994) present an object-oriented spatiotemporal model of real-world phenomenon and events. Real-world phenomena are represented as complex versioned objects with geometric, topological and thematic properties. A new instance of an object with a different identifier is created for every version of the object establishing a hierarchical structure for the past, present, and future of the object. Events, on the other hand, are manifestations of actions that invoke update procedures on one or more objects. Time is represented as an independent, linear dimension. This is different from other representations where the time axis is orthogonal to the spatial dimensions.

Langran (1988, 1992) suggests a Space-Time Composite Data Model. It is based on the principle that every line in space and time can be projected to a spatial plane with other lines, thus creating a polygon mesh. Each polygon in this mesh has its own attribute history associated with it. Each new amendment is intersected with the already existing lines, and new polygons are formed with individual histories. The model has been tested with a number of indexing methods. The test results looked promising, but only small data sets were tested. Peuquet and Wentz (1994) suggest that most systems are extensions of either a raster-based or a vector-based GIS. The raster or vector format of the extension depends on the type of queries that an application needs to handle. They observe that time-based representation questions can be answered by proposing a model to capture changes in the environment along a temporal vector. Starting with an initial state, events are recorded in a chain-like fashion in increasing temporal order, with each event associated with a list of all changes or can be triggered when gradual evolution is considered to be significant enough. Peuquet and Duan (1995) propose an Event-based Spatio-Temporal Data Model (ESTDM), which is a TRIAD representation of location-based (raster), feature-based (vector), and time-based components of modeling dynamic geographic objects.
TEMPORAL GIS DATA MODEL DESIGN

The main purpose of this task is to design a temporal geographic information system (GIS) database in order to facilitate analysis of transportation and land use interactions based on historical data. The design considerations focused on the data management, analysis, and display functions of a temporal GIS. We first identified a framework of six scenarios that transportation planners are likely to examine the spatiotemporal relationships between transportation and land use changes. This scenario framework extended the measurement framework proposed by Sinton (1978) and added the capability of examining interactions between two phenomena (i.e., transportation and land use). Based on this scenario framework, we then designed a temporal GIS that integrated the time component into the geodatabase data model of ArcGIS 8 (ESRI, Redlands, CA). The temporal GIS design delivers the following key components:

1) A data model that addresses the issues of spatiotemporal data representations and spatiotemporal relationships for land use-transportation interactions;
2) A set of query and analysis tools that handle time-based, location-based, and attribute-based operations as well as the interactions among the three components for the analysis of land use changes and transportation developments; and
3) A user interface that is designed to facilitate the query and analysis functions mentioned above and to visualize the spatiotemporal change patterns.

The temporal GIS design process involved four recent developments in the GIS community. First, there have been various efforts of developing GIS for Transportation (GIS-T) data models. This project incorporated some object-oriented design concepts from these GIS-T data models to develop a temporal GIS for examining transportation and land use interactions. Second, we used the Unified Modeling Language (UML) to assist in the object-oriented analysis and design process. Third, the geodatabase data model of ArcGIS 8 was chosen as the specific implementation platform for the development of temporal GIS capabilities in the design process. The ArcGIS 8 geodatabase data model is an object-oriented data model implemented with a relational database management system. This object-relational approach is different from the previous georelational data model and brings a physical data model closer to its logical data model (Zeiler 1999). Finally, we used the ArcObjects development environment and a Microsoft Component Object Model (COM) compliant programming language to extend the geodatabase data model in order to develop custom tools in support of the temporal data management and analysis requirements of this project.

Scenarios of Analyzing Spatiotemporal Interactions between Transportation and Land Use

Sinton’s measurement framework is based on the concept that location, time and attribute are inseparable parts of measuring a real world entity (Sinton 1978). However, Sinton’s measurement framework was designed to measure a single phenomenon, while our focus is to analyze the interactions between two phenomena (e.g., transportation and land use), with each phenomenon having its own location, time and attribute components. The three components therefore must be treated as integrated parts of each phenomenon. In this study, time is used as the organizing unit for examining the interactions between transportation and land use changes. The revised spatiotemporal interactions framework includes six scenarios that keep track of the
space (location), time, and attribute components of both transportation and land use phenomena, while adding time into a GIS environment to organize the spatial and attribute changes of each phenomenon over time. Current GIS are well developed in their abilities of performing integrated analysis of location and attribute. This study extends these GIS functions by adding the time dimension into the GIS database design using the ESRI’s ArcGIS 8 software.

Each scenario in the revised spatiotemporal interactions framework corresponds to one of the six ways that transportation planners are likely to ask questions about transportation and land use interactions. These six scenarios are described below.

- **Scenario 1** facilitates transportation planners to identify the time frames (i.e., measured component) when a transportation project (i.e., fixed component) might have had an effect on different land use types and their locations (i.e., controlled component). Sample queries under this scenario include:
  - When did different land developments in the region respond to the improvement of accessibility due to the I-595 construction project?
  - What was the temporal evolution of residential land-use changes in response to the I-595 construction?

- **Scenario 2** facilitates transportation planners to identify the land use changes (i.e., measured component) near a transportation improvement project (i.e., fixed component) during different time periods (i.e., controlled component). Sample queries under this scenario include:
  - Where were the new residential land use zones that were created during the five years after the construction of I-595?
  - Where were the areas that experienced greater than 20% land value increases since 1995 due to the construction of the I-595?

- **Scenario 3** facilitates transportation planners to identify the land use changes (i.e., measured component) near different transportation improvement projects (i.e., controlled component) at a selected time (i.e., fixed component). Sample queries under this scenario include:
  - What was the land-use pattern around major transportation projects in 1996?
  - Where were the vacant land parcels within a one-mile zone of an ongoing transportation project in 1996?

- **Scenario 4** facilitates transportation planners to identify the transportation patterns (i.e., measured component) associated with different land use activities (i.e., controlled component) at a selected time point (i.e., fixed component). Sample queries under this scenario include:
  - What were the traffic volumes on major roads in traffic analysis zones with population density higher than 3,000 persons per square mile in 1996?
  - Which road segments in Broward County adjacent to commercial land use in 1998 experienced a level of service of D?

- **Scenario 5** facilitates transportation planners to identify the time frames (i.e., measured component)...
component) when a land use pattern (i.e., fixed component) impacted different transportation components (i.e., controlled component). Sample queries under this scenario include:

- When did major transportation projects take place in traffic analysis zones with an employment density higher than 8000 per square mile?
- What was the temporal evolution of traffic volumes on major roads in response to a major land development project?

**Scenario 6** facilitates transportation planners to identify the transportation system changes (i.e., measured component) associated with a land use pattern (i.e., fixed component) during different time periods (i.e., controlled component). Sample queries under this scenario include:

- Where were the new transportation improvement projects during the five years after the construction of a major shopping mall?
- Which road segments experienced greater than 20% traffic volume increases in a 3-year period since a traffic analysis zones reached a population density of 2000 per square mile?

**GIS Database Design Approach**

The above spatiotemporal interactions framework serves as the foundation for the GIS database design. In order to implement a temporal GIS that can support the above six scenarios, we took a GIS database design approach that incorporated: (1) object-oriented GIS-T data models, (2) Unified Modeling Language (UML) for object-oriented analysis and design, (3) a selected commercial object-oriented GIS data model (i.e., the geodatabase data model of ArcGIS 8), and (4) custom programming with ArcObjects.

With the development of an object-oriented GIS data model, it is now feasible to define objects and their relationships that are specific and intuitive to a particular application domain. For example, it is more intuitive and useful for transportation planners to deal with objects such as roads, bridges, transit stations, and traffic accidents instead of the geometric features such as points, lines, and polygons in a GIS. There have been several efforts of developing GIS-T data models. Examples include the National Cooperative Highway Research Program (NCHRP) 20-27(2) project’s Linear Referencing Systems (LRS) data model (Vonderohe et al. 1997), the GIS-T Enterprise Data Model (Dueker and Butler 1998, Butler and Dueker 2001), and the Draft Framework Transportation Identification Standard prepared for National Spatial Data Infrastructure (NSDI) by the Federal Geographic Data Committee (FGDC, 2001). More recently, the NCHRP 20-27(3) project further extended the LRS data model to a multimodal, multidimensional data model for transportation location referencing systems that incorporated the time dimension (Adams et al. 2001, Koncz and Adams 2001). In addition, ESRI and a consortium led by the University of California, Santa Barbara jointly developed a Unified Network for Transportation (UNETRANS) data model. The UNETRANS data model is an object-oriented data model that can be used with the ArcGIS 8 for any transportation application development project. Basic transportation object classes and their relationships are defined in the UNETRANS data model. Users can modify the data model to include additional classes, properties and relationships to support their specific applications. This data model is specified in
an industry-standard modeling language known as Unified Modeling Language (UML). All of these GIS-T data models offered valuable guidelines to the design of GIS-T databases. The temporal GIS data model developed in this project incorporated various design ideas from these GIS-T data models.

The Unified Modeling Language (UML) was adopted by the Object Management Group and became an industry standard in 1997. UML is a graphic modeling language rather than a programming language. It consists of object-oriented analysis and design notations that can be used for everything from high-level analysis concepts down to very detailed design elements (Richter 1999). A set of diagrams defined with UML notations can describe real world activities and represent their concepts and relationships. UML class diagrams translate real world objects into software entities with attributes, associations, methods, interfaces and dependencies. ArcGIS 8 includes a schema generation utility that can convert UML class diagrams into geodatabase schema. In addition, users can define custom objects with UML and use the ArcGIS 8 code generation utility to add custom object behaviors. In this project, we used the Microsoft Visio 2000 as the computer-assisted software engineering (CASE) tool to define and create various UML diagrams (Visio, 2000).

ArcGIS 8 introduces a new object-oriented data model – the geodatabase data model. In a geodatabase, it is feasible to define objects as they exist in the real world and the relationships between the object classes. For example, instead of using generic geometric features (i.e., points, lines, and polygons) to represent different kinds of real world entities, we now can define a traffic count station feature class or a traffic analysis zone feature class in a geodatabase. We also can define transportation projects as a separate object class (i.e., a semantic object) and then create a relationship class to link each transportation project to its related street segments. Furthermore, users can define attribute domains and validation rules in a geodatabase. The geodatabase data model observes the object-oriented concepts of inheritance, encapsulation and polymorphism. However, its implementation is on a relational database management system (RDBMS). The default RDBMS for storing the geodatabase data model is the Microsoft Access, which is known as a personal geodatabase in ArcGIS 8. With the use of ArcSDE, the geodatabase data model can store data in other commercial RDBMS such as Oracle, SQL Server, Informix, DB2, and Sybase. The object-oriented geodatabase data model provides many new functions that were not available in the georelational data model used in earlier ArcInfo releases. Most importantly, the geodatabase data model of ArcGIS 8 offers an environment for application developers to extend the basic data model for different application domains such as the development of a Transportation GIS data model.

ArcObjects is the development platform of the ArcGIS 8 software and is built on the Microsoft Component Object Model (COM) technology. COM is a client/server architecture of which the server (or object) provides some functionality that a client can use. COM defines a protocol that connects one software component with another in a client/server environment. COM also defines an interface-based programming model that encapsulates the data and methods with each instantiated object behind a well-defined interface. ArcGIS installation includes a set of ArcObjects object model diagrams that use the UML notations to define the ArcObjects classes (with their properties and methods), the interfaces available for each class, and the relationships
among the classes. In order to develop a set of query and analysis functions in ArcGIS 8 to support the spatiotemporal study of transportation and land use interactions in this project, we used the geodatabase data model and the ArcObjects with a COM-compliant programming language to develop custom tools for this project. The interface-based programming model of ArcObjects means that all communications between objects are made via their interfaces (Zeiler 2001). An interface determines what requests can be made of an object that has an implementation of the interface. Two ArcObjects classes can have the same interface, but their implementations of the interface may be different. This is known as the polymorphism in an object-oriented approach. In this project, Visual Basic 6 was used as the main programming language to create function-specific dynamic linking libraries (DLLs) that supplement the existing functions in ArcGIS 8 to handle the temporal data.

TEMPORAL GIS DATABASES CONSTRUCTION AND SPATIOTEMPORAL ANALYSIS TOOLS DEVELOPMENT

Land use and transportation interaction is a dynamic process that involves changes over spatial and temporal dimensions between the two systems. Since the 1960s, many theories and models have been proposed to study land use and transportation interaction (e.g., Alonso, 1964; Anas, 1982; Anas and Duann, 1986; Boyce, 1980, 1990; Hansen, 1959; Kim, 1983; Prastacos, 1986; Kim et al., 1989; Hirschman and Henderson, 1990). Giuliano (1995, p. 3) argues that most models “are generally static, partial equilibrium models” even though they employ iterative methods and equilibrium concepts. Without incorporating time explicitly in a model, iterative methods only provide an equilibrium solution that is essentially for a given point in time and is not necessarily based on a valid theoretical foundation. Holding some variables fixed (e.g., treating land use activities as exogenously given variables in a travel demand model), such models are at best partial equilibrium approaches.

Most land use and transportation interaction studies take a confirmatory analysis approach that is based on a priori theories or models. These studies have helped us establish theoretical foundations and solution methods in our attempts to gain a better understanding of land use and transportation interaction. In the meantime, the literature suggests that little consensus regarding the conclusions can be drawn from the empirical studies (Giuliano, 1995). Land use and transportation system changes take place in a highly dynamic system that involves many forces such as economic development, population growth, and policy decisions. Models based on a confirmatory analysis approach may or may not be able to properly reflect these differences, especially when we need to examine land use and transportation interactions at varying spatial and temporal scales. Exploratory data analysis (EDA), on the other hand, takes a speculative and systematic approach to assist us in searching for patterns and processes hidden in the data sets (Openshaw, 1994; Goodchild, 2000). EDA emerged in the 1970s as methods of revealing what would otherwise go unnoticed with the use of standard statistical analysis (Tukey, 1977). EDA does not impose scale-specific assumptions on the analysis procedure; therefore, the patterns and relationships could emerge from the analysis rather than be imposed under a confirmatory data analysis approach.
This project implemented a temporal GIS design that offers exploratory data analysis capabilities for examining land use and transportation interactions at user-specified spatial and temporal scales. This temporal GIS is named “Transland” due to its focus on exploring spatiotemporal interactions between land use and transportation systems.

**Creation of Temporal GIS Databases in Transland**

This process first created empty geodatabases and then imported the data sets collected by the project team into feature classes. Once the snapshot GIS feature classes were created in geodatabases, a set of Visual Basic programs was used to add time stamps into the snapshot feature classes, to combine snapshot feature classes into space-time composite classes, and to generate time-related object classes. In addition, semantic class for transportation improvement projects was created for the project. A set of UML diagrams was created to help define and illustrate the implementation procedures and their associated Visual Basic forms and programs.

**Spatiotemporal Exploratory Analysis Tools Development**

Since each study area tends to have its own unique transportation and land use interaction patterns over space and time, spatiotemporal exploratory analysis tools could help search for the interaction patterns hidden in large, multiple data sets. Results derived from these exploratory analysis tools could be used to evaluate the existing model structures or to validate the model parameters for a particular study area. They also could suggest new hypotheses for examining the complex relationships between land use and transportation.

During the temporal GIS data model design stage, we proposed a spatiotemporal interactions framework to keep track of the space, time, and attribute components of transportation and land use phenomena. This spatiotemporal interactions framework consists of six scenarios that can explore land use and transportation interactions according to their spatial, temporal, and attribute data. These six scenarios are based on time, transportation, and land use components. This research takes full advantage of the current ArcGIS capabilities of handling spatial and attribute data and uses the time component to extend the static GIS data model into a temporal GIS data model. In other words, the time component is linked to the space-attribute objects so that users can query and analyze GIS databases according to any combinations of spatial, temporal and attribute components. Under this design, standard GIS functions such as SQL queries and spatial searches can be easily implemented in the Transland user interfaces.

Although ArcGIS provides a powerful set of tools for analyzing spatial and attribute data, it does not offer functions for temporal query and analysis. Since this project extends static snapshot GIS databases into temporal GIS databases, it is necessary to add spatiotemporal query and analysis tools into the user interfaces of Transland. A sequence of temporal query and analysis dialog windows, along with the custom Visual Basic forms and programs, was implemented in Transland. Because the time component is embedded in all transportation and land use GIS databases, these temporal query and analysis functions are integrated with the spatial and query functions available in ArcGIS. These VB programs were compiled into dynamic linking library (DLL) files and added into a custom toolbar in ArcMap as the “Transland Scenario Wizard”
icon. Each scenario listed in the spatiotemporal interactions framework involves several steps to carry out the exploratory analysis procedure associated with the scenario. According to the specific scenario chosen by a user, the custom VB programs automatically determine the sequence of dialog windows that will be presented to the user. The user then interactively specifies spatial and temporal extents, along with selected attribute data, to explore land use and transportation interactions. The analysis procedure can be repeated using different spatial, temporal, and attribute specifications under the same scenario or between different scenarios. At the end of each scenario analysis, a report of both animated maps and data tables is presented in the Hypertext Markup Language (HTML) format to help users visualize the change patterns and review the summary data. These HTML files are saved in the default temp directory and are available for users to display at any time until users decide to delete them from the hard disk.

If users only want to visualize temporal changes of various GIS databases without running through the Transland Scenario Wizard, this project also includes an animated visualization tool, written in Java script, to display land use and transportation layers changes over time. Users simply click the “Spatiotemporal Animation” icon in the custom toolbar. The system then displays a dialog window for users to specify the time interval, the map layers, and the display method for the animated visualization. This animation tool also offers various functions for users to adjust the display speed, to pause the animation, and to replay the animated displays.

**TIME SERIES ANALYSIS**

The methodology utilized in this research is based on time series analysis. Time series is defined as an ordered sequence of values of a variable observed at equispaced time intervals. Time series analysis is designed to describe the dynamic consequences of time series by developing models and forecasting the future of the system based on historical trends. Basic assumption required to model time series in many time series techniques is that the time series is stationary, which means that the mean value of a time series remains the same the over observation period. A stationary process can also be defined as a series without trend, constant variance over time, a constant autocorrelation structure over time, and no seasonality. If the time series is non-stationary, it can be transformed to a stationary process applying one of following techniques: differencing, curve fitting, typically with a straight line, and transformation. A stationary time series can be expressed in terms of the mean and past and present error or innovation vectors. This form of the process is called a moving average (MA) representation. The error should be, by assumption, a white noise, which is a random vector with zero mean. A lag can be defined as a fixed time displacement. If there are observations, $y_1, y_2, \ldots, y_n$, over time, the lag between $y_2$ and $y_7$ is $5 (= 7 – 2)$. In other words, $y_7$ lags behind $y_2$ by 5 time units.

Two types of time-series analysis approaches were utilized: univariate models and multivariate models. The main difference between univariate and multivariate models is that in a univariate model there is one endogenous variable whereas a multivariate model has multiple endogenous variables. An endogenous variable is one that is internal to the modeled system, the value of which is the result of solving the system. In contrast, an exogenous variable is one that is external to the system being modeled, and the value of an exogenous variable must be specified externally and input into the system.
Univariate Model

In a dynamic system with pairs of observations \((x_t, y_t)\), both \(x_t\) and \(y_t\) are often observed at discrete times, therefore \(x_t\) and \(y_t\) may be discrete series rather than a continuous process. The relationship between \(x_t\) and \(y_t\) may be represented in a linear filter form as shown below:

\[
\delta(B)Y_t = \omega(B)X_{t-b}
\]

where \(B\) is a lag operator and \(\delta\) and \(\omega\) are coefficients of variables. The discrete transfer function is obtained as \(\nu(B) = \delta^{-1}(B)\Omega(B)\) and the weights \(\nu_0, \nu_1, \nu_2, \ldots\) are called the impulse response coefficients of the system.

There are a number of tests for checking model validity and adequacy. For this research, three model diagnostic tests including \(Q\)-statistics, ARCH test, and Ramsey’s RESET test were introduced. \(Q\)-statistics provide test statistics to check for randomness of residuals. Ramsey’s RESET test checks for model specification. ARCH test examines the presence of conditional heteroskedasticity. If the model has conditional heteroskedasticity, it is required to be estimated using the GARCH method.

Multivariate Model

Since transportation improvement projects are determined through a transportation planning decision process and not entirely determined in the system of land use, it should be treated as an exogenous variable while land use variables are endogenous variables. Vector autoregression with an exogenous variable, denoted as \(\text{VARX}(p, s)\), was developed to model endogenous variables and an exogenous variable. \(\text{VARX}(p, s)\) may be written as

\[
\begin{bmatrix}
  y_1 \\
  y_2 \\
  \vdots \\
  y_N
\end{bmatrix}_t = \begin{bmatrix}
  \delta_1 \\
  \delta_2 \\
  \vdots \\
  \delta_N
\end{bmatrix}_t + \sum_{i=1}^{p} \begin{bmatrix}
  \Phi_{1i} & \Phi_{12} & \ldots & \Phi_{1N} \\
  \Phi_{2i} & \ldots & \Phi_{2N} \\
  \vdots & \ddots & \vdots \\
  \Phi_{Ni} & \ldots & \Phi_{NN}
\end{bmatrix} \begin{bmatrix}
  y_1 \\
  y_2 \\
  \vdots \\
  y_N
\end{bmatrix}_{t-i} + \sum_{j=0}^{s} \begin{bmatrix}
  \Theta_{1j} \\
  \Theta_{2j} \\
  \vdots \\
  \Theta_{Nj}
\end{bmatrix} \begin{bmatrix}
  x_{1-j} \\
  x_{2-j} \\
  \vdots \\
  x_{N-j}
\end{bmatrix}_i + \begin{bmatrix}
  \epsilon_1 \\
  \epsilon_2 \\
  \vdots \\
  \epsilon_N
\end{bmatrix}_t
\]

The \(\text{VARX}\) order \(p\) for endogenous variables can be decided using five order selection criteria: the likelihood ratio (LR), final prediction error (FPE), Akaike information criterion (AIC), Schwarz information criterion (SC), and Hannan-Quinn information criterion (HQ). The \(\text{VARX}\) order \(s\) for an exogenous variable can be determined via trial-and-error.

Three model diagnostic tests including AR root test, Lagrange Multiplier test, and Portmanteau test are necessary. AR root test is to check whether the estimated \(\text{VARX}\) models are stable. If the stability condition, \(\det(I_N - \Phi_1 z - \ldots - \Phi_p z^p) \neq 0\) for \(|z| \leq 1\), is satisfied, then the estimated model is said to be stable. The portmanteau test is to check whiteness of the residuals of the estimated model and the overall significance of the residual autocorrelations. The null hypothesis is that no residual autocorrelations exist up to the specified lag. LM test is to check if
there is no serial correlation at the specified lag.

In this research, it is of interest to investigate the marginal impact of changes in the exogenous variable. Multiplier analysis allows ones to estimate cumulative impacts of an innovation in an exogenous variable on endogenous variables. In the multiplier analysis, a large estimation uncertainty for the VARX coefficients leads to imprecision in the estimation of cumulative impacts. This practical problem may be cured by imposing constraints on the coefficients, resulting in a restricted system.

CASE STUDIES OF TRANSPORTATION AND LAND USE INTERACTIONS

Background

Added capacity makes the land more attractive to developers by removing “concurrency requirements” and induced developments cause increase of travel demand on the improved road. If the increased travel demand erodes the added capacity away, travel demand will be constrained and, in turn, the development growth will be tempered until an “equilibrium point” is reached. Then the improved roadway is filled up with increased travel demand and needs another improvement.

The series of these actions forms a cycle, which consists of three types of lag: Lag1 representing a time span between the completion of roadway improvement and the submission of building permit applications for new developments; Lag2 being the institutional lags for the building department to review applications and issue permits; and Lag3 being the construction period for new developments. In this study, Lag1 was considered in the modeling procedure.

Study Data and Study Area Selection

For this research, Miami-Dade County was chosen as the study area, mostly for the reason of its excellent availability of digital, and in many cases GIS, data when compared to most of the Florida counties. This study involved the use of historical building permit data and transportation improvement project data. The building permit database was obtained from Miami-Dade County and included building permit records from 1987 to 2001. All records were geocoded by their street addresses. Transportation improvement project information came from the Transportation Improvement Programs (TIPs), prepared every year by the Miami-Dade County Metropolitan Planning Organization. Total twenty-three hard copies of TIP report covering from 1978 to 2000 were obtained from the MPO. The temporal GIS database for these TIP reports was created by geocoding all projects listed in the reports based on the 2000 street network.

Three corridors were selected from the Miami-Dade County for this study based on two criteria: (1) isolation of impacts from other areas and (2) transportation improvements in the corridor (occurrence of growth in population, employment, and development). Three study corridors were selected: Tamiami Trail from SW 112th Avenue to SW 152nd Avenue, Bird Drive from
SW 117th Avenue to SW 157th Avenue, where the street ended, and North Kendall Drive between the Florida Turnpike and Krome Avenue.

**Specification of Model Variables**

The study employed two land use variables: commercial development and residential development. Commercial and residential developments were represented in terms of the sum of building square footage of applied building permits in a time unit, which was defined as month. Building square footage for commercial and residential development was aggregated as below.

**Commercial Developments (\(dcom\))**:

\[
dcom_t = \sum_{i=1}^{N} (BLDG\_COM)_{i,t}
\]

where \(N\) was the number of building permits within a study area in month \(t\) and BLDG\_COM was the building square footage for commercial use measured in thousand square feet.

**Residential Developments (\(dres\))**:

\[
dres_t = \sum_{i=1}^{N} (BLDG\_RES)_{i,t}
\]

where \(N\) was the number of building permits within a study area in month \(t\) and BLDG\_RES was the building square footage for residential use measured in thousand square feet.

A third variable was lane mile increase, an index to measure transportation improvements in terms of capacity. It was computed as the product of number of lanes and length of the improved section. The first order difference of lane miles, \(dlanemile_t = \text{lanemile}_t - \text{lanemile}_{t-1}\), was used as a variable in modeling.

**Univariate Model Estimations**

A univariate model includes one endogenous variable and one exogenous variable, which were the total building square feet from the permit applications in a study area and the transportation improvement index, respectively. The models were estimated by least square method and GARCH method. The models for the study areas were given below:

**Tamiami Trail Corridor**

\[
d\text{total}(t) = 9.846803 \times d\text{lanemile}(t-2) + 327.8634 \times d\text{lanemile}(t-15) + 0.254607 \times AR(1)
+ 0.130499 \times MA(4) + 0.260083 \times MA(12) + 11.36979
\]

**Bird Drive Corridor**

\[
d\text{total}(t) = 0.196534 \times d\text{total}(t-1) + 0.173770 \times d\text{total}(t-15) + 0.280335 \times d\text{total}(t-25)
+ 38.56848 \times d\text{lanemile}(t-23) + 10.89416 + 0.137867 \times \text{dummy@trend}
\]

**North Kendall Drive Corridor**

\[
d\text{total}(t) = 0.082 \times d\text{total}(t-10) + 0.085 \times d\text{total}(t-12) + 30.38312 \times d\text{lanemile}(t-7)
\]
+ 75.58657×dlanemile(t-8) + 159.1483×dlanemile(t-11) + 0.256×MA(2) + 0.242×MA(3) + 21.39

where AR stood for autoregression and MA denoted moving average. There was a trend in the development in the Bird Drive corridor, which was accounted for by introducing a trend dummy variable.

The cumulated impacts (long-run effect) of roadway improvements on land use can be calculated as sum of coefficients of exogenous variable weighted by subtracting from one the sum of coefficients of endogenous variable. The cumulated impacts for the Tamiami Trail, Bird Drive, and North Kendall Drive corridors were 339,003, 110,397, and 319,439 square feet, respectively.

The land development lagged behind transportation improvements between two to 23 months, and there was a wide range of the lags depending on the corridors.

**VARX Model Estimations**

A multivariate VARX model includes one or more endogenous variables and one exogenous variable. In this study, the endogenous variables were the total residential and commercial building square feet from the permit applications in a study area, and the exogenous variable was the transportation improvement index.

The models estimated for each study corridor are shown below.

**Tamiami Trail**

\[
\begin{align*}
dres(t) &= 1.379023 \times dcom(t-4) - 1.327276 \times dcom(t-6) + 2.321187 \times dcom(t-16) \\
&\quad - 2.324449 \times dcom(t-21) + 0.471442 \times dres(t-1) + 0.011933 \times dres(t-15) \\
&\quad + 0.010363 \times dres(t-17) + 0.034389 \times dres(t-23) - 0.014000 \times dres(t-24) \\
&\quad + 12.38801 \times dlanemile(t-2) - 6.585278 \times dlanemile(t-3) \\
&\quad + 5.502976 \times dlanemile(t-4) + 327.0074 \times dlanemile(t-15) \\
&\quad - 154.2895 \times dlanemile(t-16) + 4.638388
\end{align*}
\]

**Bird Road Corridor**

\[
\begin{align*}
dres(t) &= 0.234462 \times dres(t-1) + 22.79471 \times dlanemile(t-18) + 15.76523 \\
&\quad + 0.224561 \times TrendDummy \\
dcom(t) &= 0.388299 \times dcom(t-3) - 0.173641 \times dcom(t-6) + 0.059454 \times dres(t-2)
\end{align*}
\]

**North Kendall Drive Corridor**

\[
\begin{align*}
dres(t) &= 0.096 \times dres(t-10) + 0.126 \times dres(t-12) + 0.098 \times dres(t-18) \\
&\quad + 0.099 \times dres(t-20) + 0.648 \times dcom(t-23) + 61.223 \times dlanemile(t-8) \\
&\quad + 151.979 \times dlanemile(t-11) \\
dcom(t) &= 0.043 \times dres(t-17) + 16.997 \times dlanemile(t-7) + 13.804 \times dlanemile(t-8) \\
&\quad + 3.695
\end{align*}
\]

Based on the results, the cumulative impact from a unit roadway improvement on the residential development was 345,679.5 square feet and zero on the commercial development in the Tamiami
Trail study corridor; 38,945.8 and 7,632.8 square feet for residential and commercial developments in the Bird Drive study corridor; and 349,765.2 and 60,654.9 square feet for residential and commercial developments in the North Kendall Drive study corridor.

The commercial development model for the Bird Drive did not have any significant exogenous variables, but cumulative impact to unit increase of roadway improvement was found. This must be indirect impact caused by roadway improvement through residential development. For instance, roadway improvement affected residential development and, in turn, residential development caused commercial development.

Land use developments began to respond to transportation improvements as soon as two months and as long as 21 months. The VARX model found more lags because univariate models employed total development as an endogenous variable, which was a variable aggregating all types of land use, while VARX model treated both commercial and residential developments as endogenous variables. It was, therefore, possible to track interactions between land use and transportation more closely.

**Examination of Traffic Conditions**

Development is influenced by transportation supply or accessibility, but is also determined by other factors. One important factor is the congestion level. Congestion not only reduces transportation accessibility, but also prevents further development from taking place through the concurrency requirements. The traffic conditions in two corridors, Tamiami Trail and North Kendall Drive, were examined because they had been state roads and historical traffic data, average annual daily traffic (AADT), were available from the Florida Traffic Information (FTI) CD-ROM.

The estimated v/c ratio for the North Kendall Drive corridor at SW 127th Avenue and SW 137th Avenue were higher than 1.0 before the construction, indicating that these sections had serious congestions. The traffic volume at SW 137th Avenue surpassed that at SW 127th Avenue in 1992, possibly due in part to the concentration of commercial development at the location.

The estimated v/c ratio for Tamiami Trail at SW 122nd Avenue was the only one affected by the road improvement. There was a decrease in the v/c ratio from 1989 to 1994, but after the improvement, the v/c ratio started to grow again. The v/c ratios at SW 137th Avenue increased between 1993 and 1995, reflecting increase of residential developments in the area between SW 137th Avenue and SW 147th Avenue in 1993.

**CONCLUSIONS**

Land use and transportation interaction has been a research topic for several decades. Many theories and models have been suggested to study this well-known, yet extremely complex, process. Using a confirmatory analysis approach based on prior theories and models certainly has helped us gain some insights into this complex process of land use and transportation interaction. However, empirical studies have suggested that land use and transportation
interaction patterns can be highly variable in different geographic areas. Each geographic area tends to have its own unique characteristics that may lead to a different pattern of land use and transportation interactions. The patterns are also likely to vary as we examine them at different spatial and temporal scales. As geographic processes often exhibit properties of both spatial dependency and spatial heterogeneity, the challenge is to identify the spatiotemporal patterns underlying these complex geographic variations.

With recent advancements of GIS technology and research progress on temporal GIS, we are now equipped with better tools to tackle complex geographic processes. This project successfully implemented a temporal GIS, coupled with an exploratory analysis approach, that allow systematic and interactive ways of analyzing land use and transportation interaction among various data sets and at user-selected spatial and temporal scales. Temporal GIS databases implemented in this project makes it feasible for the analysis of spatiotemporal interaction patterns in a more efficient and effective way than the conventional snapshot GIS approach. Extending Sinton’s measurement framework into a spatiotemporal interaction framework also provides a systematic means of exploring land use and transportation interactions.

In addition to develop temporal GIS tools to support the study of land use and transportation interactions and to support land use and transportation modeling, historical time series data on land use and transportation have been analyzed for selected corridors in the Miami-Dade County. For corridor level analysis, the geographic scale of land use data in temporal GIS databases should be properly to accurately reflect land use changes and the temporal scale should be month.

Both univariate models and multivariate models were developed. Residential development, which was the dominant development, was significantly impacted by roadway improvements and was well expressed in terms of roadway improvements. Larger cumulated impacts on land use were found in the Tamiami Trail and North Kendall Drive corridors than in the Bird Drive corridor.

Land use changes of two principal arterials, Tamiami Trail and North Kendall Drive, responded to roadway improvements faster than that of the Bird Drive corridor. A plausible explanation may be that the traffic congestions in these two corridors were more severe and were constraining the development under the Florida concurrency requirements. Thus increased accessibility resulted in faster response in land use.

It was found that in two principal arterial corridors, Tamiami Trail and North Kendall Drive, the responses from land use changes to roadway improvements were faster than that in the Bird Drive corridor. A plausible explanation may be that the traffic congestions in these two corridors were more severe and were constraining the development because of the Florida concurrency requirements, thus increased accessibility resulted in faster response in land use. Impacts of roadway improvement on land use may continue under the conditions that developments are followed by population and employment growth, that developable land is still available, and that traffic in the corridor does not reach saturation level.
Estimated lag effect for Lag1, which is the time span between the completion of a roadway expansion project and increased building permit applications by developers for new developments, ranged from a few months to one and one half years. The averages of Lag2 and Lag3 were found to be four months and 10 months with standard deviations of four and nine months, respectively. Consequently, it took two to four years for travel demand to respond to road investments in the growing areas in Miami-Dade County.

The historical data available to this study were still limited in the sense that there was only one significant improvement in the transportation system in each of the study corridor. A longer modeling period that includes more than one cycle of transportation improvement-land use development may allow more accurate models to be developed. Additionally, the lack of traffic data also prevented the effects of congestion on land development to be adequately considered. Yet preservation of historical data remains a serious challenge.

RECOMMENDATIONS

Given the state-of-the-art nature of this research topic, there are many follow-up research opportunities to further improve the current achievements of this project. (1) Additional custom application tools can help the spatiotemporal interaction framework used in this study be a more user-friendly system. (2) Integration of existing land use and transportation models into the system will be another possible improvement. (3) The current temporal GIS data model may be further extended to allow representations of different time scales. (4) Innovative approaches to database design and spatiotemporal analysis procedures are needed to achieve a reasonable performance level in working with large files. (5) The spatiotemporal interaction framework will require an extension to facilitate the simultaneous analysis of both vector and raster GIS data such as high-resolution remote sensing images, which is useful to study land use and transportation interaction. (6) It is extremely important for different agencies and even different divisions within the same organization to develop an integrated and shared information system, to share data and to collect historical data. (6) In allocating growth in the long-range planning process, it will be necessary to consider the growth trend in the past, the “need” for commercial development in an area, the congestion level, the availability of developable land, and the lag effect. (8) This study focused on the analysis of land use and transportation interactions. To capture the full market mechanism, it will be necessary to develop more powerful models to take into consideration of other factors such as developable land, land price, housing price, quality of schools, accessibility, etc.
1. INTRODUCTION

In the last century, the development of transportation technologies and transportation networks has been one of the most important factors influencing the shape and the size of cities. Automobiles, with their unparalleled mobility, flexibility, and comfort, have expanded the urban areas by making long distance trips easier than ever and have resulted in decentralization of employment and urban sprawl. *The State of the Cities*, a 2000 report published by the U.S. Department of Housing and Urban Development, depicts our urban areas as expanding at about twice the rate as that of the population growth (U.S. HUD 2000). The result of poorly planned developments, urban sprawl brings many problems such as disappearing natural resources such as water, farm land, and open space, inefficient utilization of infrastructure, crowded schools, rising taxes, increased traffic congestion, and air pollution.

In response to sprawl, citizens, public interest groups, and state and local governments have begun to develop smart-growth solutions to guide growth into existing areas with mixed use and public transportation options and to conserve farmland and open space. To achieve smart-growth solutions, integrating transportation and land use planning is extremely important. With the Clean Air Act Amendments of 1990, the ability of travel demand models to assess the impact of transportation improvement plans on land-use development and air quality has been challenged in the courts (e.g., Citizens for a Better Environment vs. Deukmejian et al. and Sierra Club vs. Metropolitan Transportation Commission et al. in the San Francisco Bay area). Additionally, the Transportation Equity Act for the 21st Century (TEA-21) legislation requires a better understanding of the relationship between transportation and land use and the establishment of a better linkage between transportation investments and desired land uses. However, as pointed out in the Special Report 245 published by the Transportation Research Board (TRB 1995), “the state of knowledge and modeling practice are not adequate for predicting with certainty the impacts of highway capacity additions.” This statement is still true today. In conventional travel demand modeling procedures, interaction or feedback mechanism between transportation and land use is not adequately modeled, including the implications of transportation investments with regard to the patterns of land development, time lags between transportation projects and land development, growth rate of development, and “equilibrium point”, or the point at which development levels off for a given level of service of the transportation system. While travel demand models consider impacts of land use on transportation systems (e.g., trip generation is determined based on land use variables), most lack the ability to reflect the implications of transportation investments on the patterns of land development except in a limited way such as considering accessibility measured in interzonal travel time. Additionally, any changes in the transportation system are usually fed into a land use model assuming an immediate response in land use to transportation improvements. However, the responses from land use to transportation improvements usually lag behind. Moreover, the processes that land use and transportation systems influence each other are dynamic and the two co-evolve. This co-evolution process is not captured in traditional transportation models but is over-simplified. The lag effects of transportation improvements on land uses have not been adequately studied. While there have been empirical studies on time lags, e.g., changes in property values or travel behaviors measured in vehicle-miles traveled, these studies are limited in their scopes.
Due to the time lag between transportation improvement construction and the changes to land use stimulated by these projects, the collection and examination of historical data on both transportation projects and land use are needed to gain a better understanding of the interaction between them. In the past, the lack of digital data on historical land-use changes and transportation systems, as well as the lack of the necessary analysis tools, has limited studies on the interaction between land use and transportation to a particular project or a particular area of interest and the spatial, and temporal aspects have not been adequately considered. The last two decades have witnessed great advances in computer technologies, digital mapping, and geographic information systems (GIS), including the development of temporal GIS technologies that are capable of supporting analyses of data that have both a spatial context and a time dimension. These advances offer us a new opportunity to examine the land use and transportation co-evolution at a larger scale and at a more detailed level.

This research had two main goals. One was to develop a temporal GIS to support management of historical data on land use and transportation and to support visualization and analysis of the data for travel model improvement efforts. Another was to design a methodology for analyzing the interactions between land use and transportation. The specific objectives included:

1. Design a temporal GIS data model that supports the storage, retrieval, and analysis of spatiotemporal data;
2. Implement a prototype temporal GIS program that supports the analysis of historical land use and transportation data;
3. Identify availability of historical data on land use and transportation and collect and process such data to build temporal GIS databases;
4. Identify the types of new land developments that occur in transportation project areas; and
5. Study the temporal patterns of land developments, including time lags between transportation improvements and land developments, the rate of development, and length of intensified land developments stimulated by transportation improvements.

In order to better understand the relationship between land use and transportation, the concept of accessibility needs to be examined first. In broadest terms, accessibility addresses the ability to gain easy access to places and activities of interest, including business, retail, educational, and recreational sites (Woodhull 1992). Accessibility is often measured by the cost of travel in monetary terms, travel time, or a combination of the two. An improvement in a transportation system increases accessibility by better linking or connecting two places, thereby decreasing travel costs.

As the accessibility of an area increases, the land in the area will become more attractive to developers, thereby inducing more activities to locate to the area. The location of activities affects travel patterns, which, in turn, affect the transportation system. Land use change is incremental; a single development project may have an imperceptible impact on the transportation system unless the project is extremely large. Numerous studies have identified links between transportation projects and new land development, particularly around fixed guideway transit stations and highway projects. These studies typically examined the land use changes, property values, residential location choice, and improved accessibility in order to
identify the land-use link to transportation projects. This study was focused on the temporal relationship between transportation improvement projects and land use, understanding that accessibility being a key in this relationship.

In the remainder of this report, the literature on transportation and land use interactions and on temporal GIS is reviewed in Chapter 2. Chapters 3 and 4 discuss the design of temporal GIS data models and the implementation of the temporal GIS data models, temporal databases, and graphic user interface. Chapter 5 describes time-series analysis as a tool to support the analysis of interactions between land use and transportation. Basic definitions and concepts of time-series analysis are provided and explained. Chapter 6 presents case studies of three corridors and described the study data, study area selection, methodology, and results. Finally, conclusions and recommendations from this research are provided in Chapter 7 and 8.
2. LITERATURE REVIEW

The link between transportation and land use is complex and controversial. The continuing, contemporary debate began well over forty years ago. While most experts agree that transportation at least have contributed to land use changes in the United States, not all can agree on the degree to which transportation has affected land use. There are also different opinions on what other forces have driven land use changes or transportation investments. The subject has attracted attentions from geographers, economists, urban planners, engineers, social scientists, political scientists, and other professional fields. The diversity of the researchers’ background indicates that the question is not a simple one to answer. While the body of literature is vast, this review is limited to work that helps answer specific questions about the relationship between transportation and land use – mainly, the temporal relationship between the two. Assuming such a relationship does exist and the interaction occurs through changes in accessibility, the focus of this study was on how to measure the changes in transportation and land use.

In this chapter, Section 2.1 provides a review of literature on the effects of transportation investments on land development patterns, property values, location choice theories and models, as well as integrated transportation-land use models. Another focus of this research was temporal GIS, a technology useful for storing, retrieving, visualizing, and analyzing historical land use and transportation data. Section 2.2 provides a summary of the literature on temporal databases and spatiotemporal GIS, including the key issues in temporal databases and spatiotemporal GIS.

2.1 Transportation and Land Use

2.1.1 Historical Perspectives

Evidence has been well documented that changes in the nation’s transportation system have resulted in changes in people’s lifestyles, including choice of work and residential locations and travel behavior. Adams (1970) identifies a four-stage model of intra-metropolitan transport eras and associated growth patterns:

(1) 1800 – 1890: Walking-Horse-car Era;
(2) 1890 – 1921: Electric Streetcar Era;
(3) 1920 – 1945: Recreational Automobile Era; and
(4) 1945 – present: Freeway Era.

At each stage, a particular movement technology and network expansion process shaped a distinctive spatial pattern of urban organization.

A number of historical case studies supported Adams’ (1970) contention that electric streetcars contributed to the growth of the metropolitan suburbs and had significant impacts on urban spatial structure in the Electric Streetcar Era (1890 to 1920). The streetcar lines shaped the development patterns of urban cores and nearby suburbs of many American metropolitan cities during this period. Propelled by electric motors, they extended commuting distance, allowing residential development to take place in suburban areas on the outskirts of the city. Population growth followed these lines, and new trolley line extensions invariably led to an increase in land values (Middleton, 1967). It was estimated that about one-quarter of the U.S. population resided
in urban and suburban areas during this period (Smerk 1967). Moreover, as rail lines extended into newly forming suburban areas, urban rail ridership increased from 600 million to 15.5 billion trips annually, reflecting the dramatic increases in population of the urban areas. By 1920, approximately half of the U.S. residents lived in urban areas as the number of city residents increased from 11 million in 1880 to nearly 45 million in 1920 (Smith 1984).

With the revolutionary assembly-line manufacturing technology that allowed cars to be produced at lowered costs, automobiles became the major mode of transportation because they offered a faster, more convenient, individualized means of personal transportation. In the early days, automobiles were used primarily by farmers to access local service centers, and for that reason, many paved roadways were built in rural areas. In cities, cars were used for weekend outings, driven on the landscaped parkways that followed scenic waterways. Through the 1920s and 1930s, passenger car registrations in the United States increased explosively and the suburb growth rate, mainly based on residential development, exceeded that of the central cities. Table 2.1 illustrates intra-metropolitan population growth between 1910 and 1960. Flink (1975) found that as early as 1922, 135,000 households in 60 metropolises were completely dependent on motor vehicles. The metropolitan highway network expansion continued through the global war and residential development occurred ever farther away from the downtown cores. In the 1930s and 1940s, population deconcentration was accelerated, as can be seen from Table 2.1.

<table>
<thead>
<tr>
<th>Decade</th>
<th>Central City Growth Rate</th>
<th>Suburban Growth Rate</th>
<th>Percent Total SMSAa Growth in Suburbs</th>
<th>Suburban Growth Per 100 Increase in Central City Population</th>
</tr>
</thead>
<tbody>
<tr>
<td>1910 – 1920</td>
<td>27.7</td>
<td>20.0</td>
<td>28.4</td>
<td>39.6</td>
</tr>
<tr>
<td>1920 – 1930</td>
<td>24.3</td>
<td>32.3</td>
<td>40.7</td>
<td>68.5</td>
</tr>
<tr>
<td>1930 – 1940</td>
<td>5.6</td>
<td>14.6</td>
<td>59.0</td>
<td>144.0</td>
</tr>
<tr>
<td>1940 – 1950</td>
<td>14.7</td>
<td>35.9</td>
<td>59.3</td>
<td>145.9</td>
</tr>
<tr>
<td>1950 – 1960</td>
<td>10.7</td>
<td>48.5</td>
<td>76.2</td>
<td>320.3</td>
</tr>
</tbody>
</table>

Notes: U.S. Census of Population.

a. SMSA: Standard Metropolitan Statistical Area, comprised of the central city and the county-level political units of the surrounding suburban ring.

From 1945 to present — the Freeway Era in Adams’ four-stage model — the automobile culture was born. Automobiles, previously considered a luxury or recreational diversion, became a necessary transport mode for commuting, shopping, and socializing. Massive production by the automobile industry supplied mobility to urban dwellers. High-speed and limited-access freeway system increased accessibility from the central business district (CBD) to any location (or vice versa) via the expressway network. As increased accessibility extended commuting distance to cover the broad suburban area, metropolitan cities sprawled out into the surrounding, formerly agricultural lands with new residential developments. In the 1950s and 1960s, large cities had encouraged the construction of radial expressways (or beltways, which were originally designed to divert interstate highways from the congested urban core) to maintain continued accessibility to the downtown CBD for the suburban population.
As superior intra-metropolitan accessibility became a spatial good available at any expressway-interchange location, non-residential activities, led by manufacturing and retailing, gravitated toward the intersections of the interstate highway and express beltways and greatly accelerated the deconcentration of these new developments. Muller (1986) claimed that these downtown-like suburban concentrations of retailing, business, and light industry were common features of mini-cities surrounding the central city. Moreover, major new multipurpose activity centers had been emerging in the outer cities. These outer cities provided the totality of urban goods and services to their surrounding populations and became increasingly self-sufficient functional entities. Figure 2.1 illustrates the existence of several new outlying metropolitan-level cores with the boundaries of development according to different historical background.

![Figure 2.1 Spatial Pattern of Growth in Automobile Oriented Suburbia since 1920 (Source: Muller 1986)](image)

The debate concerning changes to America’s urban structure that caused suburban sprawl began 40 years ago and continues today. Moynihan (1960) considered interstate highways, which were under construction at the time of his writing, a driving force that would have a negative impact on land use patterns. He predicted that without proper planning, massive highway construction would draw population, employment, and activity centers out of the central city and into the suburbs, causing the central city to decline. The issue, however, is much more complex than the relationship strictly between highways, auto ownership, and land use. Other scholars have argued that additional, equally important factors also contributed to suburbanization, including dependency on property tax and inadequate representation of city governments in the legislature of some states (Meyer 1968), as well as “…cheap credits, favorable mortgage loan terms, accumulations of savings, rapid family formation, the postwar baby boom, favorable tax treatment, a strong preference for home ownership, and the suburbanization of an ever larger number of jobs” (Kain 1970).
2.1.2 Impacts of Transportation on Land Use

2.1.2.1 Land Use Changes

Wegner (1995) distinguished eight types of major urban subsystems including networks, land use, work places, housing, employment, population, goods transport, and travel, by the rate of change. Wegner suggested that, when considering the rate of change of different phenomena in a spectrum, networks and land uses would be slow to change, population and employment would change rapidly, and work places, housing, goods transportation, and travel would have a medium rate of change, as illustrated in Figure 2.2.

![Figure 2.2](image)

Payne-Maxie Consultants (1980) conducted a study, commissioned jointly by the U.S. Department of Transportation (USDOT) and the U.S. Department of Housing and Urban Development (USHUD), to assess the impacts of beltways on land use and urban development. The study involved a comparative statistical analysis of 54 metropolitan areas and detailed case studies of eight beltways. Data were collected in seven categories including general economic and demographic information, employment and investment figures, retail trade statistics, commuting information, highway and beltway descriptions, socioeconomic indexes, and residential moving patterns. The database included indicators of several beltway characteristics such as the presence of a beltway, length in miles, number of interchanges, interchange density per mile, percentage of completed beltway construction, age of beltways, and location in terms of both distance from the CBD and political jurisdiction (central city or suburb) where the beltway was located. Two types of statistical analysis techniques were employed to test the beltway influence. The first was analysis of variance (ANOVA) using either two or four subgroups of the data. The second was multiple regression using beltway characteristics as well as other independent variables in analyzing joint relationships and beltway influence on dependent variables, which were percent changes in urban population, wholesale employment, retail sales, value added by manufacturing, and service employment over a given time period. Since economic cycles and inflation that affected certain variables such as manufacturing capital investment or retail sales had been relatively consistent throughout the country over a given period time, they were not taken into consideration. The analysis of growth and economic activity in 54 cities showed that beltways might have had some influence on metropolitan development patterns. Beltway location, mileage, distance from the CBD, or the density of interchanges showed more effects on land use changes than the presence of a beltway alone did. Significant relationships were found between a beltway’s location and the growth of manufacturing, wholesale, and selected service employment in central cities. The influence of beltway location on the workplace of the suburban labor force and that of the length of a beltway on vehicle miles traveled (VMT) per capita were also found to be significant. Other factors
affecting VMT per capita included population density, the availability of transit, the geographic size and population of the metropolitan area, per capita income, and a group of highway system descriptors, including total freeway mileage, beltway mileage, and interchanges per mile of beltway. New developments tended to take a place on the urban fringe, where beltways were usually built. It was found that the greatest proportion of suburban residential growth occurred in cities without beltways. Selected beltway studies are summarized in Table 2.2.

Table 2.2 Selected Beltway Study Results

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Significant Independent Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Beltways’ Growth Inducing Effects</strong></td>
<td></td>
</tr>
</tbody>
</table>
| Percent change in population SMSA* 1960 – 1970 | Percent of beltway located in suburbs (+)  
Percent change in manufacturing employment (+)  
City age index (-) |
| Percent change in population SMSA* 1970 – 1977 | Percent change in manufacturing employment (+)  
City age index (-)  
Arterial mileage per capita |
| Percent change in wholesale employment SMSA 1972 – 1977 | Distance of beltway from CBD (+)  
Change in manufacturing employment (+)  
City age index (-)  
Principal arterial mileage per 1000 persons (-) |
| **Beltways’ Distributional Effects** | |
City age index (-) |
| Percent change in value added by manufacturing in central city, 1967 – 1972 | City age index (-)  
Beltway mileage (-) |
| Percent change in retail sales in central city, 1967 – 1972 | Percent change central city selected services employment (+)  
Annual increase per capita income, 1969 – 1974 (+)  
Principal arterial mileage per 1000 persons, SMSA 1975 (+)  
Transit vehicles per 1000 persons, 1976 (-) |
| Percent change in retail sales in central city, 1972 – 1977 | Percent change central city population (+) |
| Percent change in central city wholesale employment, 1972 – 1977 | Interchanges per beltway mile (-)  
Change in central city population (+)  
Change in central city manufacturing employment (+) |
| Percent change in central city service employment, 1960 – 1970 | Interchanges per beltway mile (-)  
Beltway distance from CBD (+)  
Change in central city wholesale employment (+) |

* Standard Metropolitan Statistical Area  
(+/-): Sign of the regression coefficient

Cosby and Buffington (1978a) conducted research on the effects of a highway improvement project (as opposed to construction of new highways) on land use. The improvement project, taking place in an area of College Station, Texas between July 1972 and April 1974, increased the capacity of State Highway 30 by adding two lanes, a paved shoulder, and a striped median to
the existing facilities. The authors analyzed land use changes of both abutting and non-abutting properties on both sides of the highway. The study area was approximately 581 acres and was classified as undeveloped before the improvement. Data were collected for approximately four and one-half years covering the period before construction began up to the end of 1977. The total acreage in each type of land use was estimated for each year, and the types and rates of development before and after the improvements were compared. The study found that after the improvement project was approved, a large increase in multi-family residential development occurred and most of the changes were on lands that abutted Highway 30. It was also shown that commercial and public/governmental use on the abutting land increased. Total improved acreage increased from 13.91 acres in 1968 to 160.68 acres in 1977. Widened and improved Highway 30 was found to be a most important factor influencing land use by providing better access to both abutting and non-abutting properties, therefore making the study area a more likely and desirable place for the developments. In addition to the highway improvements, other causes of development in the area were identified as the growth of Texas A&M University and the proximity of Highway 30 to Texas Avenue, the main street in College Station.

Cosby and Buffington (1978b) conducted another study to examine the impact of improvements on existing roadways in a predominantly residential area of Bryan, Texas. The improvement project upgraded East 29th Street from a two-lane to a four-lane street for an approximately one-mile section. Construction began in 1966 and was completed in 1968. The traffic counts at four locations on East 29th Street in the study area ranged from 1,270 to 1,780 vehicles per day in 1957, which increased to the 5,130 to 5,800 range in 1970, and to the 7,400 to 8,970 range in 1977. Land use data in the study area were collected for 1958, 1965, 1970, and 1977. Approximately 256 acres covered abutting and non-abutting properties on both side of the street. The data were divided into three periods: the “before” period from 1958 to 1965, the “short-term after” period from 1965 to 1970, and the “long-run after” period from 1970 to 1977. The yearly rate of change was calculated for each period. Changes occurred at the highest rate during the “short-term after period” covering the construction years and two years afterwards, but diminished in the “long-run after” period. It was concluded that the increased access and capacity of the street attracted commercial and multi-family residential developments, which was supported by the realtors interviewed. Several reasons behind the decreasing rate of change in the long-run after period were identified as the small amount of unimproved acreage available, a shift in the primary commercial district, and the construction of a loop that diverted traffic away from the area.

Herndon (1979) studied the impacts of roadway improvements in a developed single-family residential area in Houston, Texas. In 1974 and 1975, a 1.05-mile section of the West 43rd Avenue was improved from a two-lane, open drainage road to a four-lane street with curbs and gutters. The study area covered 495 acres of the abutting and non-abutting areas on both side of the improved portion of the street, an area that was approximately 3,600 feet wide and 6,000 feet long. Land use data were collected for 1960, 1965, 1973, 1975, and 1978. Because most of the changes in land use in terms of predominant land use, enforced subdivision restrictions, quality of buildings, and lack of unimproved property occurred before the street improvement began and there were few of these types of changes after the improvement, it was concluded that the West 43rd Avenue improvement project had little impact on land use change and development in the study area.
Buffington et al. (1985) studied impacts of staged construction of two freeways located in Houston, Texas. Most freeways are commonly built in lateral or longitudinal stages. In lateral stages, service roads are constructed and opened to traffic before the main lanes, while in longitudinal stages, the service roads or main lanes are constructed on a freeway section by section. Two freeways, US 290 and US 59, and the one-half mile strip on either side of each of the freeways were selected as the study area. The study strip consisted of four sections and was divided into two parts: the abutting portion, which was within 100 ft of the freeway, and the non-abutting portion, which was the rest of the study strip. The historical land use data from the 1953, 1957, 1962, 1970, 1975, and 1980 records of the Houston City Planning Department and from aerial photographs of the U.S. Department of Agriculture were collected. A regression model was formulated with the percentage of five dominant types of land use, including single residential, multiple residential, commercial, industrial, and undeveloped land uses, as dependent variables. Six binary variables defining location, construction phase, construction type, and freeway capacity change and one continuous variable for average daily traffic were used as explanatory variables (EV). To consider interaction among land uses, each dependent variable (DV) was expressed as a function of other dependent variable(s) and explanatory variables as shown below.

\[ DV_i = \alpha_i + \sum_j \beta_{ij} + DV_j + \sum_k \gamma_{ik} EV_k \quad \text{for } i \neq j \]

where
- \( i \) = type of land use, where \( i = 1, \ldots, 5 \);
- \( j \) = type of land use, which is different from \( i \);
- \( k \) = number of explanatory variables, where \( k = 1, \ldots, 7 \);
- \( EV \) = explanatory variables; and
- \( \alpha, \beta, \gamma \) = estimated coefficients.

Based on the regression analysis, it was concluded that single- and multi-family residential uses, as well as industrial uses, were sensitive to staged freeway construction. Residential land use had a significant relationship with freeway construction, while main lanes had a greater impact than service roads. The impacts on commercial and industrial development were similar.

Hirschman (1990) described a methodology to project and evaluate the potential land use impacts of a proposed limited-access highway extension linking the towns of Brockport and Albion to the central business district (CBD) in Rochester, New York. A gravity model of residential location choice was developed with accessibility index scores for subareas. The gravity model also considered other factors such as availability of developable land, net natural increase in population, anticipated economic growth, land use controls, infrastructure, tax rates, and local public services. It was formulated as follows:

\[ G_j = G_i \frac{V_j A_j}{\sum_{i=1}^n V_i A_i} \]

where
- \( G_j \) = population growth increment allocated to subregion \( j \).
\[ G_t = \text{total growth projected for the region}; \]
\[ V_j = \text{a product of attributes that interacts with accessibility and affects residential population}; \]
\[ A_j = \text{a composite weighted travel time between subregion } j \text{ and all subregions as shown below:} \]

\[ A_j = \sum_{i=1}^{n} \frac{E_i}{T_{ij}} \]

where
\[ E_i = \text{employment in each subregion}; \]
\[ T_{ij} = \text{the travel time between subregion } j \text{ and the other subregion}; \]
\[ a = \text{exponential time-impedance parameter, usually equal to about 2.0 in most applications of this technique.} \]

Employment data from the 1980 Census Urban Transportation Planning Package (CTPP) and zonal highway travel time data from the Rochester regional transportation model was used to calculate the value of \( A_j \) for each town in the study area. A survey of businesses inside and outside the corridor and personal interviews were used to evaluate business impacts. The survey included a review of the competitive advantages of the area with and without the highway extension. To assess retail development possibilities, the route 104 Webster Highway corridor northeast of Rochester was chosen for comparison with the Brockport-Albion corridor.

There exists a large body of work on the impacts of transit investments on land uses. However, due to the limited services offered by the Miami-Dade County Metrorail and low transit mode share, this research is focused on highway investments. Only a brief summary of the literature is provided here.

Summarizing literature on the relationship between transit and urban forms, Cervero and Seskin (1995) provided the following insights:

1. Fixed guideway transit investments themselves did not bring about new growth, but rather redistributed it. Additionally, transit investments rarely induced residential development. Commercial developments occurred more often as a result of efforts to develop areas around transit stations.

2. Transit investments strengthened the downtown business core by improving accessibility from suburbs to the downtown; however, they encouraged decentralization of activities by creating “subcenters” or “edge cities” surrounding the station areas at the same time.

3. Bus transit (including busways) and light rail systems generally had a lower impact on land use than heavy rail due to the relatively limited improvement from these modes to accessibility and transit competitiveness against private automobiles.

4. Transit investments, when combined with strong policies to encourage high-density developments, might produce a positive impact on land use in the station areas by improving accessibility to employment for a larger portion of the population.

Knight and Trygg (1977) argued that there were many factors in addition to rail transit investments that affected land use change and development intensity. Other favorable conditions
such as local government land use policies, regional development trends and forces, availability of developable land and physical characteristics of the area played important roles in conjunction with increased accessibility resulting from a rail transit investment. Figure 2.3 depicts some of the factors influencing the land use impacts of transit.

2.1.2.2 Property Values

Improvement in accessibility may increase the attractiveness of an area thus increasing the value of real estate, which may in turn attract more developments. Huang (1994) noted that two techniques had been used to identify the effects of public infrastructure at fixed locations on property values: (1) hedonic price modeling based on cross-sectional data, and (2) analyses of longitudinal data on property value change over time. The author conducted an extensive review of empirical studies on estimation of the effects of transit and highway investments on property
values. Tables 2.3 presents a summary by Huang of selected studies related to highway impacts on property values. The author concluded that highway interchanges and public transit stations positively impacted land value, but the extent and magnitude of the impacts varied. This research was focused on the highway impacts therefore literature on transit investments, particularly fixed guideway systems such as light rail, heavy rail, and commuter rail, was not reviewed.

Ryan (1999) provided another review of empirical studies over the past four decades on how transportation facilities affected property values. To explain inconsistent results from those empirical studies, Ryan followed Guiliano’s (1988) categorization that divided highway impact studies into two groups: (1) first generation studies conducted in the 1950s and 1960s and (2) second generation studies conducted in the 1970s and 1980s. The first generation studies employed experiment-control methods, while the second generation studies generally used regression analyses. Similarly, transit impact studies were also divided into first and second generation studies: (1) heavy rail and (2) light rail. The author recommended the use of travel time savings as the measure of transportation access. When these savings were accurately measured, property values tended to show the theoretically expected relationship with transportation access. The author noted that measuring accessibility in terms of the distance of a given property from a given transportation facility might not show the relationship correctly. Ryan’s (1999) meta-analysis showed that the values of properties located within one mile of highways were affected, while transit impacted the value of properties located within one-third (0.33) of a mile.

Buffington et al. (1992) estimated the economic impacts of proposed improvements to U.S. Highway 287 in Wichita Falls and State Highway 199 in northwestern Tarrant County, Texas. This impact study examined traffic-serving businesses and other types of businesses separately through variables such as property values, new development, relocation and employment, municipal tax revenues, and highway users. Effects of the proposed route and/or alternatives were primarily compiled from the literature review. Personal interviews and mail questionnaires were used along with data from the U.S. Bureau of Census, Texas Almanac, Chambers of Commerce, and city offices. Methodologies to estimate each economic impact listed above were described.

Swenson et al. (1998) claimed that there was a strong correlation between transportation infrastructure investments and population, population density, total property values, and growth per square mile in property values. The authors used GIS techniques to display and examine the spatial economic growth patterns based on property tax data collected annually between 1987 and 1995 in a nine-county area in the central Iowa region. The spatial pattern of economic changes was linked with the roadway network from TIGER/File data to examine the changes in investments in transportation infrastructure during the same time period. Variables associated with each road segment included total roadway length, changes in length, density of roadway
<table>
<thead>
<tr>
<th>Author (Year)</th>
<th>City/Transit System</th>
<th>Property Type</th>
<th>Accessibility</th>
<th>Magnitude of Effect</th>
<th>Extent of Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adkins (1957)</td>
<td>Dallas, TX</td>
<td>Land</td>
<td>Distance bands around Right of Way (ROW)</td>
<td>Highway proximity tends to be associated with higher assessed values and sale prices</td>
<td>4 blocks beyond expressway frontage roads</td>
</tr>
<tr>
<td>Cribbins, et al. (1962)</td>
<td>Cumberland, Guilford, &amp; Rowan Counties, NC</td>
<td>Land</td>
<td>Straight-line distance from interchange; Straight-line distance to ROW</td>
<td>No discernable pattern which would have allowed documented value increases to be attributed to highway construction</td>
<td></td>
</tr>
<tr>
<td>Buffington (1964a)</td>
<td>Austin, TX</td>
<td>Unimproved land</td>
<td>Highway corridor versus control area</td>
<td>Highway responsible for premium equal to 163% of original land value, based on hybrid price increase index. Very strong positive effect on abutting land.</td>
<td>Band around highway ROW, ~0.5 mi on either side of ROW</td>
</tr>
<tr>
<td>Buffington (1964b)</td>
<td>Temple, TX</td>
<td>Subdivided land</td>
<td>Highway corridor versus control area</td>
<td>Highway responsible for discount equal to 13% of original value, based on hybrid price increase index. Effect on abutting land vs. non-abutting land unclear</td>
<td>Band around highway ROW, ~0.5 mi on either side of ROW</td>
</tr>
<tr>
<td>Brown &amp; Michael (1973)</td>
<td>Indianapolis, IN</td>
<td>Land</td>
<td>Distance rings (based on straight-line distance from interchange)</td>
<td>Interchanges had a positive effect on value that decreased with distance</td>
<td>1 mile from interchange</td>
</tr>
<tr>
<td>Allen (1981)</td>
<td>Northern VA (Washington, DC area)</td>
<td>SF homes</td>
<td>Noise level exceed 10% of the time various noise measures</td>
<td>House value decreased by $94/decibel</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Tidewater, VA</td>
<td>SF homes</td>
<td></td>
<td>No significant effect</td>
<td></td>
</tr>
<tr>
<td>Langley (1981)</td>
<td>North Springfield, VA (Washington, DC area)</td>
<td>SF homes</td>
<td>Distance bands (based on straight-line distance to roadway)</td>
<td>Proximity to roadway associated with lower values: -$3000 to -$3500 per house</td>
<td>0 to 343 m from roadway</td>
</tr>
<tr>
<td>Palmquist (1982)</td>
<td>Washington State</td>
<td>SF homes</td>
<td>Study area versus control area</td>
<td>12% - 15% higher appreciation in study area versus control area</td>
<td>Study area (up to 1 mi from roadway)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Noise contours</td>
<td>Up to 7.2% lower appreciation than other study area houses</td>
<td>0 to 600 ft from roadway</td>
</tr>
<tr>
<td>Tomasik (1987)</td>
<td>Phoenix, AZ</td>
<td>SF homes</td>
<td>Study area versus local averages</td>
<td>No discernable negative property value effects. Homes within 0.5 mi of highway appreciated more than distance houses. But within 0.5 mi corridor, no correlation between unadjusted value and distance</td>
<td>0 to 0.5 mi. from highway</td>
</tr>
</tbody>
</table>
development, and the number and change in number of interchanges. The authors concluded that high growth urbanized clusters were located at the fringes of a growing metro core city, and that non-urbanized cities located within 20 miles of the metro core grew strongly. Additionally, residential property values declined in the core city while growing dramatically in the suburban fringes. Commercial property values greatly increased in the metro core and even more so in the western suburbs. These findings were consistent with the view that suburbanization, which occurred in most U.S. cities and was encouraged by the development of highways, resulted in the decline of the central city and created multiple activity centers that competed with the traditionally dominant downtown core.

Vadali et al. (2001) performed a study on an approximately 9.2-mile segment of the recently reconstructed North Central Expressway (NCE), to evaluate the impact of transportation improvements. Sales data on single-family residential properties between 1979 and 1997 in the study area were geocoded on the Dallas County GIS street maps and the location information was extracted. The entire NCE project consisted of five phases including a pre-planning phase (1979-1983), planning phase (1984-1986), pre-construction phase (1987-1989), construction phase I (1990-1994), and construction phase II (1995-1997). Regression models were developed with the sales data during each project phase between 1979 and 1997, in the following form:

\[ Y_j = X_j\beta_j + N_j\delta_j + L_j\gamma_j + D_j\eta_j + U_j \]

where \( Y_j \) = logarithm of the home sales price, \( j = 1, 2, 3, 4, 5; \)
\( X_j \) = structural attribute variables, \( j = 1, 2, 3, 4, 5; \)
\( N_j \) = community variables, \( j = 1, 2, 3, 4, 5; \)
\( L_j \) = location/environmental variables, \( j = 1, 2, 3, 4, 5; \)
\( D_j \) = time dummy variables;
\( U_j \) = error term; and
\( \beta, \delta, \gamma, \eta \) = estimated parameters.

Three different sets of location/environmental variables were prepared. The first set included five dummy variables representing each of the sections that were divided based on their distances from the freeway. The second set was defined by a continuous measure of distance from the expressway. The third included sub-location variables based on the area defined by a given distance from the road near the property. After models were developed, three types of hypothesis tests were performed. First, the authors tested the hypothesis of poolability across construction phases for temporal stability of all parameters, which was rejected in all cases at a 0.01 significance level, implying that it was not appropriate to combine any of the phases. Second, sequential (intra-location) stability across project phases was tested. The results showed that property values decreased in the planning period, pre-construction period, and construction period I. Third, the authors tested sectional (inter-location) stability of coefficients for dummy variables representing sections and sub-location variables. Significant differences were found only during construction periods I and II. For the sub-location model, the null hypothesis was rejected in all cases except for the pre-planning phase. From these tests results, the authors concluded that property values were affected to a greater degree due to traffic-related effects than because of the distance from freeway.
In a study of home sale prices during the 1980s in Montgomery County, a suburb of Philadelphia, Voith (1992) found that homes commanded higher sales prices when they were located in places where highway travel time to the Philadelphia central business district was less, all else being equal.

2.1.3 Location Choice

Location choice theory has played an important role and has contributed theoretically and empirically to regional science. It focuses on the “where” and “why there” questions of human activities with respect to both households and businesses and on location patterns. Headicar (1996) considered it fundamental to the evolution of urban settlements that the location of new developments was determined largely by the opportunities for interaction created by the transportation system. These opportunities have increased over time with improvements in transportation technologies and investments in the transportation networks. Geographically, however, the pattern of growth has not been uniform, but biased towards particular types of locations where investments tend to be concentrated:

- Specific corridors rather than roads connecting urban centers (because of economy of scale in the provision of new infrastructure);
- Locations between and around cities and conurbations rather than within them (because of the differences between costs and public acceptability of construction work of new developments between inside and outside of cities and conurbations; also because of the greater share of responsibility held by the federal government for major roads outside cities and conurbations); and
- Specific locations at the edge of individual towns, near the intersection of new inter-urban or by-pass routes and the connecting urban road network (because of the limited opportunities to access the new inter-urban or by-pass routes).

Cascetta et al. (2000) introduced a system of models, which consisted of three integrated submodels including a travel demand model, a residential location model, and an activity location model. Figure 2.4 depicts the interactions between each of the sub-models in the system.

The residential and activity location models were estimated based on a behavioral approach consistent with the random utility theory. In the residential location model, the number of people living in zone \( o \), \( R(o) \), was calculated with the following equation:

\[
R(o) = k(o) \cdot \sum_{i} P_{res}^i (o) \cdot \sum_{d} E_{tot}^i (d')
\]

where

\[
\begin{align*}
    k(o) & = \text{the ratio between residents and workers in zone } o; \\
    P_{res}^i (o) & = \text{the probability that each worker } i \text{ chose zone } o \text{ as their residential zone; and} \\
    E_{tot}^i (d) & = \text{the total number of employed } i \text{ in zone } d.
\end{align*}
\]
The worker equation was given as follows:

$$P^i_{\text{res}}(o) = \sum_d P^i_{\text{res-cond}}(o/d) \cdot P^i_{\text{lav}}(d)$$

where $P^i_{\text{res-cond}}(o/d)$ was the probability that worker $i$ chose to live in zone $o$ conditional to working in zone $d$, and $P^i_{\text{lav}}(d)$ was the probability that worker $i$ worked in zone $d$.

These probabilities were estimated using following equations.

$$P^i_{\text{lav}}(d) = \frac{E^i_{\text{tot}}(d)}{\sum_{d'} E^i_{\text{tot}}(d')}$$

$$P^i_{\text{res-cond}}(o/d) = \frac{\exp(V^i_{o/d})}{\sum_o \exp(V^i_{o/d})}$$

where $V^i_{o/d}$ was the systematic utility, which assumed a linear combination of attributes extracted from interviews conducted in the city of Rome, Italy. These attributes included (1) the inclusive value of mode choice between an o-d pair for workplace purpose; (2) a dummy variable representing whether the residential zone and the employment zone belonged to the same zonal area; (3) the housing price in zone $o$, the occupancy rate of houses in zone $o$; (4) the number of houses in zone $o$, which was used as an indicator of the quality of estate of zone $o$; and (5) a dummy variable for prestigious zones.
The activity location models were calibrated based on census data. The probability \( P^a(d) \) of locating activity \( a \) in zone \( d \) is

\[
P^a(d) = \frac{\exp(V^a_d)}{\sum_{d'} \exp(V^a_{d'})}
\]

where \( V^a_d \) was the systematic utility, which was assumed to be a linear combination of the following attributes: the passive accessibility of zone \( d \), residents in zone \( d \), a dummy variable for the city center zone, and the total number of workers in zone \( d \). Among these variables, the passive accessibility \( A_d^{pas} \) was calculated as follows:

\[
A_d^{pas} = \sum_o R(o)^{\gamma_1} \cdot \exp(\gamma_2 \cdot Y_{Other}(o,d))
\]

where

\[
Y_{Other}(o,d) = \text{the inclusive values of mode choice for others purposes (i.e., shopping, personal care, ...); and}
\]

\[
\gamma_1, \gamma_2 = \text{calibrated parameters.}
\]

Results of the model tests showed that the errors of residential location ranged from -8% to +8% and the errors of employment location from -4% to +4%. The authors noted that the subdivision of activities (i.e., subdividing activity centers into “wholesale” and “retail”) yielded better results.

Kawamura (2001) assessed the difference in location choice patterns based on data from 1981 and 1999 in the six-county Chicago region (Cook, DuPage, Kane, Lake, McHenry, and Will counties) by quantifying changes in the location pattern of various business sectors in relation to transportation facilities. The location and business profile of firms during this period were used to compare proximity to both freeway ramps and transit stations during those two years. The findings indicated that, after controlling non-transportation factors (such as agglomeration effects), factor prices (such as rent, land price, and wage), decentralization, and density of transportation facilities, businesses looked for places closer to freeway ramps as they moved farther away from the central business district (CBD). With the exception of the CBD, most areas within the City of Chicago lost employment, while the western and northwestern suburbs located approximately 20 to 50 kilometers from the CBD made substantial gains in employment. The author noted that the CBD had gained employment in recent years in Chicago, reflecting a revitalization of the city core.

2.1.4 Induced Travel

In recent years, the phenomenon often referred to as “induced travel” (also known as “generated traffic”) has attracted much attention among transportation planners. Induced travel is the additional travel resulting from improvements to transportation facilities intended to provide greater capacity. This increased capacity will initially result in reduction of congestion on the improved facilities. However, traffic on the new facilities tends to gradually increase until congestion again reaches high levels, while at the same time there is no obvious reduction in congestion on the surrounding roads. The question therefore arises: will new transportation
facilities or increased capacity result in more travel, thus consuming all the benefits of the investments in these improvements and resulting in more negative environmental consequences? Many researchers have attempted to answer this question by examining: (1) which factors, in addition to added capacity, may be responsible for the changes in travel demand; (2) whether there is merely redistribution of trips while the total travel (e.g., measured by VMT) remains a constant; (3) whether the change in travel is a result of modal switching; (4) whether the demand actually changes due to increased accessibility; (5) how much increase in demand will be induced by added capacity; and (6) what are the implications of induced travel on land use. Many studies demonstrate that, after factors such as population growth are accounted for, new highway construction does induce additional travel. Yet, how much induced travel is caused by added capacity and the mechanism of induced travel remain to be fully understood.

The theory of induced travel is based on microeconomics. Induced travel is a response to the reduced price of travel. As in the case of any commodity, the demand (in this case travel) will increase when the price (travel cost) falls. Added demand may be the result of longer trips made possible by shorter travel time, mode shifts, new trips that have been suppressed by the previous level of congestion, etc.

2.1.4.1 Definitions of Induced Travel and Travel Behavior

There is a general agreement that induced travel is real. However, there is no clear definition of induced travel or universally accepted units to measure induced demand. Thus, the extent of induced travel has not been clearly determined. In TRB Special Report 245 it was claimed that “the state of knowledge and modeling practice are not adequate for predicting with certainty the impacts of highway capacity additions” (TRB 1995). Additionally, the report concludes that induced demand effects are “highly dependent on specific circumstances” including location of highway improvement projects, extent of congestion, conditions present for regional growth, and consequences of alternative scenarios.

Dunphy (1998) plotted the congestion indices developed by Lomax and Schrank (1996) of the Texas Transportation Institute, and regressed per capita VMT against the congestion index. If induced travel was real, then areas with lower congestion levels could expect higher levels of VMT. However, the simple regression yielded $R^2 = 0.0062$, indicating no statistically significant linear relationship between VMT and congestion level. Additionally, the regression line had an upward trend with increased congestion levels associated with high levels of driving. Dunphy admitted that this analysis was not scientifically sound, and pointed to the need to better understand the relationship between congestion level and travel behavior, as well as the need for good analytical tools.

Cohen (1995) stated that, on average, induced travel effects in larger areas were greater than for individual facilities. According to the “triple convergence principle” of Downs (1962), three immediate effects of highway expansions were route, time, and mode convergence. The U.K. Department of Transport (1993) identified five major attributes of induced travel when highway capacity was increased: new trips, trip redistribution, changes in mode used to travel (e.g., from transit to automobile), route reassignment, and the time of day of a trip. Abelson and Hensher (2001) argued that the first three attributes (i.e., new trips, trip redistribution, and changes in
mode used to travel) resulted in VMT increase on both the improved link(s) and over the entire road network. The other two attributes of induced travel, i.e., route reassignment and time of day when a trip took place, increased traffic on certain routes or at certain times, which was considered as induced travel increased VMT either on the network as a whole or on that part of it where the transportation facility was improved. This finding has been confirmed by many other studies. DeCorla-Souza and Cohen (1998) also defined induced travel through these variables.

In contrast, Strathman et al. (2000) defined induced travel as a direct or indirect causal relationship between road capacity increase and increased travel measured by trip frequency or trip distance. The authors claimed that “induced traffic” and “induced travel demand” should be distinguished, the former being the effect in the short-run while the latter the long-run effect. Barr (2000) defined induced travel as any increase in highway system use caused by an addition to highway capacity or other transportation system change that resulted in reduced travel time and/or costs. Barr also claimed that, since shifts in the time of day of a trip did not result in a net increase in highway system use, induced travel did not include these changes, while mode shifts from transit to private automobile contributed to induced travel. Fulton (2000) considered “induced travel” to be the increase in vehicle travel on the roadway above the level that occurred before the capacity addition resulted from additions to roadway capacity. One definition of induced travel by DeCorla-Souza and Cohen (1998) is the “increase in daily vehicle miles of travel, with reference to a specific geographic context, resulting from expansion of highway capacity.”

Litman (1999) summarized different types of generated traffic and their nature and impacts on travel and costs, as given in Table 2.4, which included the behavioral aspects of induced travel. The study of behavioral changes is perhaps more complicated than studying the relationship between added capacity and travel volume (e.g., measured by VMT), as more data on travelers may be necessary but often not readily available.

Heanue (1998) claimed that the increase in transportation system capacity did not directly influence travel behavior. However, improved capacity would result in reductions in travel times and costs, and in turn any changes would result in changes in travel decisions. Location, nature, and timing of activity growth and land use changes due to a new transportation facility took the most time to occur. The author concluded that highway capacity expansion interacted with variables such as population, household and employment growth, personal income, auto ownership increases, regional economic growth, and fuel price changes. These variables were determinants of total travel demand, and the major determinants of travel demand were clearly socioeconomic such as growth in population and households, labor force participation and employment, income, auto-ownership, vehicles owned, and licensed drivers. Heanue argued that the induced travel due to new highway capacity could be addressed by considering behavioral and land use change mechanisms.

Dowling and Colman (1998) conducted a survey along with interviews to determine people’s travel behaviors in response to changes in travel time. A total of 676 individuals over the age of 16 were randomly selected from the San Francisco and San Diego metropolitan areas. Changing route was the most preferred responses to travel time changes. Other behaviors included changing schedules, consolidating trips, changing modes, and changing destinations. In the
survey and interviews, travel time change was provided in increments of 5 minutes for both travel time savings due to increased capacity and travel time increases due to congestion. Based on the survey results, the authors concluded that “current travel forecasting practice probably results in an under-prediction of three to five percent in the number of trips that may be induced by major new highway capacity projects.” They also pointed to longer term effects of major highway capacity projects, such as auto ownership, residential, employment, and business location choices.

Table 2.4 Types of Generated Traffic (Source: Litman 1999)

<table>
<thead>
<tr>
<th>Type of Generated traffic</th>
<th>Category</th>
<th>Time Frame</th>
<th>Travel Impacts</th>
<th>Cost Impacts</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Shorter route:</strong> Improved road allows drivers to use more direct route</td>
<td>Diverted trip</td>
<td>Short term</td>
<td>Reduction</td>
<td>Reduction</td>
</tr>
<tr>
<td><strong>Longer route:</strong> Improved road attracts traffic from more direct routes</td>
<td>Diverted trip</td>
<td>Short term</td>
<td>Small increase</td>
<td>Slight increase</td>
</tr>
<tr>
<td><strong>Time change:</strong> Reduced peak period congestion reduces the need to defer trips to off-peak periods</td>
<td>Diverted trip</td>
<td>Short term</td>
<td>None</td>
<td>Slight increase</td>
</tr>
<tr>
<td><strong>Mode shift:</strong> existing travel choices</td>
<td>Induced vehicle trip</td>
<td>Short term</td>
<td>Increased driving</td>
<td>Moderate to large increase</td>
</tr>
<tr>
<td>Improved traffic flow makes driving relatively more attractive than other modes</td>
<td>Induced vehicle trip</td>
<td>Long term</td>
<td>Increased driving, reduced alternatives</td>
<td>Large increase, reduced equity</td>
</tr>
<tr>
<td><strong>Mode shift:</strong> changes in travel choice</td>
<td>Induced vehicle trip</td>
<td>Long term</td>
<td>Increased driving, reduced alternatives</td>
<td>Large increase, reduced equity</td>
</tr>
<tr>
<td>Less demand leads to reduced rail and bus service, less suitable conditions for walking and bicycling, and more automobile ownership</td>
<td>Longer trip</td>
<td>Short term</td>
<td>Increase</td>
<td>Moderate to large increase</td>
</tr>
<tr>
<td><strong>Destination change:</strong> existing land use</td>
<td>Longer trip</td>
<td>Short term</td>
<td>Increase</td>
<td>Moderate to large increase</td>
</tr>
<tr>
<td>Reduced travel costs allow drivers to choose farther destinations</td>
<td>Longer trip</td>
<td>Long term</td>
<td>Increase driving and auto dependency</td>
<td>Moderate to large increase, equity costs</td>
</tr>
<tr>
<td><strong>Destination change:</strong> land use changes</td>
<td>Longer trip</td>
<td>Long term</td>
<td>Increase driving and auto dependency</td>
<td>Moderate to large increase, equity costs</td>
</tr>
<tr>
<td>Improved access allows land use changes, especially urban fringe development</td>
<td>Longer trip</td>
<td>Long term</td>
<td>Increase driving and auto dependency</td>
<td>Moderate to large increase, equity costs</td>
</tr>
<tr>
<td><strong>New Trip:</strong> No land use change</td>
<td>Induced trip</td>
<td>Short term</td>
<td>Increase</td>
<td>Large increase</td>
</tr>
<tr>
<td>Improved travel time allows driving to substitute for non-travel activities</td>
<td>Induced trip</td>
<td>Long term</td>
<td>Increase driving, fewer alternatives</td>
<td>Large increase, reduced equity</td>
</tr>
<tr>
<td><strong>Automobile dependency:</strong> Synergetic effects of increased automobile oriented land use and transportation system</td>
<td>Induced trip</td>
<td>Long term</td>
<td>Increase driving, fewer alternatives</td>
<td>Large increase, reduced equity</td>
</tr>
</tbody>
</table>
Table 2.5  Summary of Definitions of Induced Travel

<table>
<thead>
<tr>
<th>Author (Year)</th>
<th>Broad Definition of Induced Travel</th>
<th>Variables Included in Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Downs (1962)</td>
<td>Three immediate effects of highway expansions are route, time, and mode convergence (“triple convergence principle”).</td>
<td>route, time, and mode convergence</td>
</tr>
<tr>
<td>U.K. Department of Transport (1993)</td>
<td>Five major attributes of induced travel when highway capacity is increased are: new trips, trip redistribution, changes in mode used to travel, route reassignment, and the time of day a trip being made.</td>
<td>new trips, trip redistribution, changes in mode used to travel, route reassignment, and the time of day a trip being made</td>
</tr>
<tr>
<td>Cohen (1995)</td>
<td>Induced travel effects for larger areas are greater than for individual facilities</td>
<td></td>
</tr>
<tr>
<td>DeCorla-Souza and Cohen (1998)</td>
<td>New trips, trip redistribution, and changes in mode used to travel result in VMT increased on both the improved link(s) and over the entire road network. Increased VMT was found either on the network as a whole or on that part of it where the transportation facility was improved as induced travel</td>
<td>new trips, trip redistribution, and changes in mode used to travel, route reassignment, and time of day a trip being made</td>
</tr>
<tr>
<td>Abelson and Hensher (2001)</td>
<td>The major determinants of travel demand are socioeconomic such as growth in population and households, labor force participation and employment, income, auto-ownership, and licensed drivers. Induced travel due to new highway capacity may be addressed by considering behavioral and land use change mechanisms</td>
<td>growth in population and households, labor force participation and employment, income, auto-ownership, vehicles owned, and licensed drivers</td>
</tr>
<tr>
<td>Heanue (1998)</td>
<td>Any increase in highway system use was caused by addition to highway capacity or other transportation system change which resulted in reduced travel time and/or costs</td>
<td>travel time and/or costs</td>
</tr>
<tr>
<td>Barr (2000)</td>
<td>The increase in vehicle travel on the roadway above the level that occurred before the capacity addition resulted from additions to roadway capacity</td>
<td></td>
</tr>
<tr>
<td>Fulton (2000)</td>
<td>Induced traffic is the effect in the short-run while induced travel is the long-run effect</td>
<td>trip frequency or trip distance</td>
</tr>
<tr>
<td>Strathman et al. (2000)</td>
<td>Induced travel is partially caused by land use changes when they are linked to increases in highway capacity.</td>
<td>land use changes, highway capacity</td>
</tr>
<tr>
<td>Boarnet and Chalermpong (2001)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Boarnet and Chalermpong (2001) suggested that induced travel was partially caused by land use changes when they were linked to increases in highway capacity. They geocoded over 275,000 single-family properties located in Orange County, California for which transactions had been recorded between 1988 and 2000. The sales prices of the homes were regressed against square footage, number of bedrooms, number of bathrooms, lot size, structure age, SAT scores, crime rate, and a dummy variable of year threshold. Investigation of the straight-line distance from a property to the nearest toll road ramp revealed that there was a negative gradient in sale prices. The authors concluded that properties close to the new toll roads commanded higher prices, signaling the willingness of buyers to pay a premium for improved accessibility. This
willingness to pay for accessibility influenced land development pattern, which was one of the causes of induced travel. It is unclear, however, if the authors controlled for population growth and land availability, which may also affect the property appreciation.

### 2.1.4.2 Measuring Induced Travel

Modeling the effect of added capacity is complicated by many behavioral or non-behavioral factors that may contribute to demand. For instance, non-behavioral factors that contribute to changes in the VMT include population, households, labor force participation, income, auto-ownership, licensed drivers, gasoline price, single-family home ownership, and density (Heanue 1998, Kiefer and Mehndiratta 1998). It is clear that some induced travel as a portion of the increase in the VMT in the last several decades was the result of changes in demographics and social trends, as well as changes in urban forms. These changes include the large number of women entering the workforce thus increasing work related travel, reduction in household sizes, increasing automobile ownership, and the deconcentration of urban population that further separates residences from workplaces, resulting in the need for longer commute thus more VMT. By calibrating a regression model using total VMT as the dependant variable and changes in total employment, urban population, median household income, and percentage of suburb-to-suburb flow as the independent variables, Kiefer and Mehndiratta (1998) found that these variables explained 57 percent of the variation in the increase in VMT. They concluded that as the first three trends (female workforce, household size, and automobile ownership) stabilized, they would not play a significant role in the future growth of travel.

Based on time-series travel data for various types of roadways, the SACTRA report (1994) reported that actual travel volume was 10 percent (in the short term) to 20 percent (in the long term) higher than forecast due to unaccounted induced travel. Johnson and Ceerla (1996) also studied California metropolitan areas and found the elasticities to be 0.6 to 0.9 over a period of three years. Cohen (1995) noted that travel time elasticities were generally between −0.1 and 0.0.

Noland (2001) analyzed data at the state level in the U.S. between 1984 and 1996 using a fixed effect cross-sectional time series model and a set of equations by road type. The variables included in the model were state population, per capita income, and cost per energy unit. Other variables such as state licensing rates were tested but were found not significant. The road types considered included controlled access highways, arterial, collector, and local roads, which were further disaggregated by rural and urban classifications. Different models were tested with the dependent variable, VMT per capita, lagging behind the independent variable, lane miles, since behavioral response to increased capacity would take several years. Models were also estimated for each road type individually and simultaneously as a set of equations with zero-, two-, and five-year lags. These models suggested that lane miles contributed to per capita VMT increases, that short-term (two-year) elasticity was greater than long term (five-year) elasticity, and that growth of VMT on freeways and local roads was faster than on arterials. The elasticities given by the simultaneous equation model with two-year lag were 0.567, 0.267, and 0.509 for interstate, arterial, and collectors, respectively. To account for cumulated impact of added capacity, distributed lag models were estimated, in which other dependent variables were assumed to have the same lagged impact as lane miles, and the lagged effect was estimated as an
exponential function. The model gave short-term elasticity of 0.128 and long-term elasticity of 0.413.

In another study, Noland and Cowart (2000) analyzed annual data on metropolitan level congestion compiled by the TTI, urban land area, and lane miles of capacity. Instead of using aggregate data (e.g. metropolitan area-wide data), the authors attempted to take into consideration the congestion level on roadways based on the notion that only added capacity on congested roads would induce travel. A cross-sectional time series modeling approach was employed that included fixed effects across both urbanized areas and time. With the fixed effect method, it was not necessary to include all the variables that might have an effect on the dependent variable (Johnston and Dinardo 1997) and the simultaneity bias in the data could be minimized. An instrumental variable (two stage least squares) approach was used to further reduce the simultaneity bias. The general form of the models estimated was:

$$\log\left(\frac{VMT}{PC_{it}}\right) = c + \alpha_i + \tau_t + \sum_k \beta^k \log(X_{it}^k) + \lambda \log\left(\frac{LM}{PC_{it}}\right) + \epsilon$$

where

- $VMT / PC_{it}$ = VMT per capita for arterials and freeways in metropolitan area $i$, for year $t$;
- $c$ = constant term;
- $\alpha_i$ = fixed effect for metropolitan area $i$, to be estimated;
- $\tau_t$ = fixed effect for year $t$, to be estimated;
- $\beta^k$ = coefficients to be estimated for demographic and other parameters;
- $X_{it}^k$ = value of demographic and other variables for metropolitan area, $i$, and time, $t$;
- $\lambda$ = coefficient to be estimated for lane mile (LM) parameters;
- $LM / PC_{it}$ = proxy for cost of travel time (lane mile per capita) by metropolitan area $i$, for year $t$; and
- $\epsilon$ = random error.

In the above model, the lane mile per capita was estimated using the following model:

$$\log\left(\frac{LM}{PC_{it}}\right) = c + \alpha_i + \tau_t + kIV_{it} + \sum_k \beta^k \log(X_{it}^k) + \epsilon$$

where $IV_{it}$ is the instrument specified across urban areas and time. After controlling for population size, population density, per capita income, fuel price, and for some of the models the lagged effects (dependent variable lagged by one year as an independent variable), the authors found that the number of lane miles accounted for about 15 percent of annual growth in VMT. However, results showed significant variations between metropolitan areas, which were not well understood. The authors hypothesized that these variations might be partially due to the varying growth rate in lane miles.

The 1995 National Personal Transportation Survey (NPTS) data set has been popularly used in studies to estimate the effect of expanded roadway capacity on induced travel demand. Strathman et al. (2000) used the cross-sectional approach to analyze the relationship between road capacity and VMT of 48 metropolitan areas by combining data from the 1995 NPTS and the TTI mobility study, accounting for the effects of residential location, employment location, and
commuting mode choice. They contended that VMT was both directly and indirectly related to roadway capacity. The model for estimating the direct effect consisted of four equations with endogenous variables, including commute mode choice, residential density, workplace density, and annual VMT, and a wide range of exogenous variables representing individual and household socioeconomic and demographic conditions, factors affecting travel options, and metropolitan characteristics. The direct effect of a one-percent increase in per capita roadway capacity was estimated to result in a 0.29-percent increase in VMT for the short-run period, when all other variables were controlled. It was estimated that the indirect effect of a ten-percent increase in roadway capacity led to a 0.033-percent increase in VMT as a result of capacity related residential and employment density changes. This study also found VMT to be related to vehicle ownership, household socioeconomic characteristics, urban scale, and commuting distance.

Marshall (2000) conducted an aggregate analysis to estimate the effect of roadway capacity expansion on induced travel using the TTI’s Urban Congestion Study data set for 70 U.S. urban areas. Regression models for freeways and principal arterials utilized freeway and arterial VMT’s per capita as the dependent variables and freeway lane miles per capita, arterial lane miles per capita, and urban area size as the independent variables. The adjusted $R^2$ for the freeway model was 0.851 and 0.813 for the arterial model, indicating that daily vehicle miles per lane mile were strongly correlated with population, area, and density. Freeway capacity, measured as lane miles per capita, was positively correlated with area and negatively correlated with density. Elasticities were estimated to be 0.85 for highways and 0.76 for principal arterials. Land use changes due to the addition of roadway capacity might cause long-term effects (or secondary effects) that lagged behind induced demand.

Hansen (1998) presented two previous studies performed by Hansen et al. (1993) and Hansen and Huang (1997) to estimate capacity elasticity of traffic. The former study estimated the elasticity at the road segment level. Eighteen highway segments with added lanes and increased capacity were selected and annual average traffic count data were collected for each segment between 1960 and 1990. Panel data were used to estimate a fixed-effect model, which related the state highway traffic volumes on the selected segments to the highway capacity, state highway VTM for the entire state system, and increase in highway capacity:

$$\log(Q_{it}) = \alpha_i + \beta \cdot \log(C_{it}) + \gamma \cdot \log(SQ_t) + \lambda \cdot \frac{NC_{it}}{t \sigma} + \varepsilon_{it}$$

where

- $Q_{it}$ = the traffic volume of segment $i$ in year $t$ (measured from before the beginning or after the completion of the capacity expansion);
- $C_{it}$ = the capacity (number of lanes) of segment $i$ at time $t$;
- $SQ_t$ = vehicle-miles traveled on the California state highway system in year $t$;
- $NC_{it}$ = the ratio of capacity added to total capacity for $t > 0$, and zero for $t < 0$;
- $\alpha$, $\beta$, $\gamma$, $\Psi$, $\sigma$ = coefficients to be estimated; and
- $\varepsilon_{it}$ = a stochastic error term, drawn from a normal distribution with mean zero.

This study pointed to a trend whereby VMT increased with the addition of capacity in terms of lane-miles of new highways.
Hansen and Huang (1997) measured elasticity at the metropolitan area level using data of VMT on state highways, state highway lane-miles, population, and per capita income for every urban county in the State of California for the years 1973 – 1990. The data were statistically analyzed at the county level and metropolitan level, controlling for factors such as county population and per capita income, together with panel data to estimate a fixed-effect model:

$$\log(VMT_{it}) = \alpha_i + \beta_t + \gamma \cdot POP_{it} + \psi \cdot PCI_{it} + \sum_{l=0}^{L} \omega_l LM_{it-1} + \epsilon_{it}$$

where

- $VMT_{it}$ = vehicle-miles travel in area $i$ and year $t$;
- $POP_{it}$ = population in area $i$ and year $t$;
- $PCI_{it}$ = income per capita in area $i$ and year $t$;
- $LM_{it-1}$ = state highway lane-miles in area $i$ and year $t-1$;
- $\alpha_i$, $\beta_t$, $\gamma$, $\Psi$, $\omega_l$ = coefficients to be estimated; and
- $\epsilon_{it}$ = a random variable drawn from a normal distribution with mean zero.

Based on this study, the elasticity of vehicle travel (VMT) with respect to lane miles was determined to be 0.3 to 0.7 for counties and 0.5 to 0.9 in California metropolitan areas for a four to five year period.

Fulton et al. (2000) found a significant and robust relationship between lane miles and daily VMT in the mid-Atlantic region of the U.S. The panel data were collected from Maryland, Virginia, North Carolina, and the District of Columbia and included geographic area, population, population density, income per capita, total employment and unemployment rate, and roadway lane miles in different roadway categories at county level. The model developed based on a fixed effect specification approach is shown below:

$$\log(VMT_{it}) = \alpha_i + \beta_t + \sum_{k} \lambda^k \log(X_{it}^k) + \epsilon_{it}$$

where

- $VMT_{it}$ = the daily vehicle miles of travel for county $i$ in year $t$;
- $\alpha_i$ = the fixed effect for county $i$, estimated in the analysis;
- $\beta_t$ = the fixed effect for year $t$, estimated in the analysis;
- $X_{it}^k$ = the value of explanatory variable $k$ for county $i$ and year $t$;
- $\lambda^k$ = each of the set of $K$ coefficients to be estimated; and
- $\epsilon_{it}$ = the outcome of a random variable for county $i$ in year $t$, assumed to be normally distributed with mean 0.

The model used to estimate both short-run and long-run elasticities had the lag structure employing an exponential distribution, which implied that the effects were strongest in the first year and then declined with time. The elasticity between lane miles and VMT was estimated to be 0.1 to 0.4 in the short-run and 0.5 to 0.8 in the long run. The Granger test results showed that lane-mile growth temporally preceded growth in VMT.

In the context of determining the benefits to users by an improved network, Abelson and Hensher (2001) presented a popular model to estimate induced travel, which assumed a multinomial logit form shown below:
\[
\log(T) = \log \alpha + \beta g
\]

where:
\[
T = \text{Total travel};
\]
\[
g = \text{Generalized cost}; \text{ and}
\]
\[
\alpha, \beta = \text{estimators}.
\]

To find variation in the elasticity between induced traffic and capacity expansion over time, these authors recommend the use of a time series of cross-section data. Explanatory variables for the above equation included:

- The generalized cost of travel on each route at time period \( t \);
- The population density, car ownership rate, and economic wealth (e.g. real per capita income) as measures of natural growth in traffic in the catchment area;
- The volume-to-capacity ratio on competing routes;
- Any natural barrier variables; and
- Other (dummy) variables that might describe qualitatively the specific infrastructure (e.g. freeway).

While some studies considered the effect of roadway capacity on induced travel, Barr (2000) focused on the effect of travel time changes on induced travel using the cross-sectional disaggregate household data from the 1995 NPTS. Travel time spent by each household was calculated by estimating the inverse of average travel speeds from the reported length and duration of travel. Multivariable statistical tests were performed to estimate the long-term effect of travel time on region-wide VMT after controlling various combinations of demographic, socioeconomic, and land use characteristics. The following variables were included in the model:

- Annual household VMT (miles)
- Inverse value of average daily household travel speed (hour/mile)
- Population density of the census tract in which the household was located (persons/mile\(^2\))
- Annual household income (in dollars)
- Per capita household income (i.e., annual household income divided by household size in dollars)
- Number of members in household
- Number of workers in household
- Median household income of census tract in which the household was located (in dollars)

Fifteen regression models were estimated to explore the relationships between average travel time and VMT for households stratified by: (1) urbanized area; (2) public transportation availability; (3) metropolitan area size; (4) family life cycle; (5) day-of-week of travel; and (6) population density for households in metropolitan areas of one million or more people. It was concluded that there existed statistically significant relationships between travel time and VMT with elasticities in the range of -0.3 to -0.5, meaning that increases in highway capacity reduced travel time and, in turn, induced travel demand. It was also found that elasticities were higher in urbanized areas compared to non-urbanized areas.
Using activity-based approaches to analyze individuals’ travel behavior, Fujii and Kitamura (2000) applied a model system to estimate impacts of two hypothetical freeways, Osaka Line and Kobe Line, a circumferential freeway and an extension of the existing freeway, respectively. The parameters of the model system were estimated using one-day activity diary data collected in 1994 in the Osaka-Kobe metropolitan area. A commuter’s activity and travel after work in a day were analyzed in terms of variables of time use and trip frequency: (1) the number of trips after work and before returning home for the first time, excluding the return-to-home trip; (2) the total out-of-home activity duration (excluding travel) after work and before returning home for the first time; (3) the increase in travel time due to trips made to engage in out-of-home activities after work and before returning home for the first time; (4) the number of home-based trip chains after returning home for the first time till retiring for the day; and (5) the total amount of time spent at home after returning home for the first time till retiring for the day. The survey questionnaires were distributed to collect one-day activity diary data in the Osaka-Kobe metropolitan area. It was found that the users of an extension of the existing freeway made a greater number of home-based trip chains after returning home than and the users of a circumferential freeway. Increases in the duration of the commute result in reduction of total out-of-home activity duration, travel time due to trips made to engage in out-of-home activities, frequency of home-based trip chains after returning home, and total time spent at home after returning home. The authors concluded that the addition of new capacity did induce new trips.

Elasticities found from previous studies using aggregate level data are summarized in Table 2.6. The short-run period here is typically defined as one year or less and the long-run period ranges two to twenty years.

<table>
<thead>
<tr>
<th>Study</th>
<th>Time Period</th>
<th>Scale</th>
<th>Elasticities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hansen and Huang, 1997</td>
<td>Long-run</td>
<td>County</td>
<td>0.6 - 0.7</td>
</tr>
<tr>
<td>Fulton, Meszler, Noland, and Thomas, 1999</td>
<td>Long-run</td>
<td>County</td>
<td>0.5 - 0.8</td>
</tr>
<tr>
<td>Fulton, Meszler, Noland, and Thomas, 1999</td>
<td>Short-run</td>
<td>County</td>
<td>0.1 - 0.4</td>
</tr>
<tr>
<td>Hansen and Huang, 1997</td>
<td>Long-run</td>
<td>Metropolitan</td>
<td>0.9</td>
</tr>
<tr>
<td>Noland and Cowart, 1999</td>
<td>Long-run</td>
<td>Metropolitan</td>
<td>0.6 - 1.0</td>
</tr>
<tr>
<td>Johnston and Ceerla, 1996</td>
<td>Long-run</td>
<td>Metropolitan</td>
<td>0.6 - 0.9</td>
</tr>
<tr>
<td>Marshall 2000</td>
<td>Long-run</td>
<td>Metropolitan</td>
<td>0.76 – 0.85</td>
</tr>
<tr>
<td>Noland, 2001</td>
<td>Short-run</td>
<td>States</td>
<td>0.2 - 0.5</td>
</tr>
<tr>
<td>Noland, 2001</td>
<td>Long-run</td>
<td>States</td>
<td>0.7 - 1.0</td>
</tr>
</tbody>
</table>
2.1.5 Integrated Land Use and Transportation Models

The term “integrated” implies a feedback mechanism between the transportation and land use models, as illustrated in Figure 2.5. The transportation model forecasts travel demand and determine the adequacy of the supply of transportation services. In almost all currently employed integrated models, the transportation model is a traditional four-step model that consists of trip generation, trip distribution, modal split, and trip assignment. In the future, the traditional models may be replaced by other kinds of transportation models such as activity-based models. The land use model, on the other hand, models the demand for and the spatial distribution of employment, residential, shopping, and other activities to allocate the area’s residents and workers to specific urban zones. The land use system supplies the transportation system with estimates of the location and volume of travel generators. The travel costs resulting from the equilibrium between transportation demand and supply may be fed back into the residential and employment activity location models, which in turn modify the resident and employment location estimations. This allows transportation system changes to affect land utilization, which feeds back its effects in the form of new levels and locations of traffic generation. The notion of locational accessibility here plays a central role in all currently operational models. As an integral component of such accessibility, travel cost changes become part of the mechanism used to reallocate labor, residents, retail and service activities, and when modeled, freight flows between spatially separated land uses.

This section reviews several integrated models including ITLUP model, POLIS model, MEPLAN model, Kim’s Chicago model, MASTER model, Dortmund model, UrbanSim, and TRANSIM. These models employ different theoretical and/or methodological approaches to representation of temporal and spatial interactions between land use and transportation. The ITLUP model is a Lowry type model. The POLIS model is a mathematical programming based model. The MEPLAN employs spatial input-output analysis. Kim’s Chicago model is based on urban economics. The MASTER model is based on microsimulation, and the Dortmund model implements urban dynamics. UrbanSim is a microsimulation model as well as TRANSIM.

Within a number of operational models including the MEPLAN and Kim models, the urban system is modeled as a series of markets, with emphasis placed on clearing a transportation market and one or more other land use markets by solving a suitable set of spatially varying market prices endogenously (i.e., travel costs and site rents). Within the less inclusive models, such as ITLUP, which avoid endogenous modeling of non-transportation price mechanisms, an equilibrium between the transportation system’s demands and supplies can also be brought about, stabilizing the parameters within the residential and employment activity location submodels. Such considerations of equilibrium in urban evolution quickly take us into the area of temporal dynamics. Within the ITLUP, MEPLAN, and Dortmund models, lagged effects play an important role in linking different submodels within the transportation and land use systems both across as well as within a single time period.
Figure 2.5  Integrated Modeling: General Schematic Flow Chart (Source: Southworth 1995)

Table 2.7 provides a brief summary of 10 land use/transportation models by Wegener (1995). The unified models are those that are tightly integrated while the composite models are those that have submodels, each modeling a particular aspect of land use or transportation.
Table 2.7 Summary and Comparison of Eleven Land Use Models (Source: Wegener 1995)

<table>
<thead>
<tr>
<th>Model</th>
<th>Subsystems Modeled</th>
<th>Model Theory</th>
<th>Policies Modeled</th>
</tr>
</thead>
<tbody>
<tr>
<td>POLIS</td>
<td>Employment, Population, Housing, Land use, Travel</td>
<td>Random utility, Locational surplus</td>
<td>Land use regulations, Transportation improvements</td>
</tr>
<tr>
<td>Composite</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boyce</td>
<td>Employment, Population, Networks, Travel</td>
<td>Random utility, General equilibrium</td>
<td>Transportation improvements</td>
</tr>
<tr>
<td>Composite</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KIM</td>
<td>Employment, Population, Networks, Goods transport, Travel</td>
<td>Random utility, Bid rent, General equilibrium</td>
<td>Transportation improvements</td>
</tr>
<tr>
<td>Unified</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>METROSIM</td>
<td>All subsystems except goods transport</td>
<td>Random utility, Bid rent, General equilibrium</td>
<td>Transportation improvements, Travel cost changes</td>
</tr>
<tr>
<td>Unified</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ITLUP</td>
<td>Employment, Population, Land use, Networks, Travel</td>
<td>Random utility, Network equilibrium</td>
<td>Land use regulations, Transportation improvements</td>
</tr>
<tr>
<td>Composite</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TRANUS</td>
<td>All subsystems</td>
<td>Random utility, Bid rent, Network equilibrium, Land use equilibrium</td>
<td>Land use regulations, Transportation improvements, Travel cost changes</td>
</tr>
<tr>
<td>Composite</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LILT</td>
<td>All subsystems except goods transport</td>
<td>Random utility, Network equilibrium, Land use equilibrium</td>
<td>Land use regulations, Transportation improvements, Travel cost changes</td>
</tr>
<tr>
<td>Composite</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MEPLAN</td>
<td>All subsystems</td>
<td>Random utility, Network equilibrium, Land use equilibrium</td>
<td>Land use regulations, Transportation improvements, Travel cost changes</td>
</tr>
<tr>
<td>Composite</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IRPUD</td>
<td>All subsystems except goods transport</td>
<td>Random utility, Network equilibrium, Land use equilibrium</td>
<td>Land use regulations, Housing programs, Transportation improvements, Travel cost changes</td>
</tr>
<tr>
<td>Composite</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RUBAN</td>
<td>Employment, Population, Housing, Land use</td>
<td>Random utility, Bid rent, General equilibrium</td>
<td>Land use regulations, Transportation improvements</td>
</tr>
<tr>
<td>Unified</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2.1.5.1 DRAM, EMPAL, and ITLUP

Putman (1983) developed the integrated transportation and land-use model package (ITLUP) under a contract with USDOT. This model attempted to balance transportation facility development and land development to achieve market equilibrium between the demand for use of a transportation facility and its characteristics (cost, speed, and capacity) as a source of supply. Putman linked the Disaggregate Residential Allocation Model (DRAM) and the Employment Allocation Model (EMPAL) with the selected submodels of the traditional four-step transportation planning model, including trip distribution, modal choice, and traffic assignment.
A feedback mechanism between DRAM, EMPAL, and the Urban Transportation Planning System (UTPS) model was developed. Using the output of the transportation planning procedure as the input to the land-use planning procedure, the forecasts of spatial distributions of activities produced by the land-use planning procedure became, in turn, the input to a second iteration of the transportation planning procedures. This model has been applied widely in urban areas in this country.

Figure 2.6 illustrates the block diagram of this simulation model package. The entire procedure may be described as follows: First, the various base year descriptions of the existing spatial distributions of activities, along with data on the characteristics of the unloaded base year transportation network, are input into the models. These data are then used to generate a preliminary and probably inflated estimate of trips taking place in the metropolitan area. Given this preliminary estimate of trips, it becomes possible to load future year network so that its characteristics reflect the traffic volumes on the network if there had been no change in the spatial distribution of activities from the base year. These characteristics of the partially congested network, along with the base year spatial distribution data and the forecast region-wide control totals, are then used to generate a trial estimate of the spatial distributions of activities for the projection year. A new estimate of trips will be produced from these spatial distributions. These trips would, in turn, be loaded on the projection year transportation network. The modified characteristics of the more realistically congested transportation networks can then be used to reallocate the projected spatial distribution of activities. This distribution of activities is then compared with the first trial estimate thereof. If there are no significant differences, equilibrium is assumed and the model run is ended. If there are significant differences, new trips are generated and loaded on the networks, and iterations continue. This integrated package of transportation and land-use (location) models thus attempts to eliminate the principal failure of contemporary land-use or transportation studies by explicitly including feedback loops.
2.1.5.2 The POLIS Model

During the 1980s, the Association of Bay Area Governments (ABAG) developed the Projective Optimization Land Use System (POLIS) for San Francisco Bay Area. Prastacos (1985) distinguished the POLIS model from Lowry-type models such as ITLUP with three key aspects: use of microeconomic behavioral principles, formation as a mathematical programming problem, and consideration of job location, basic and non-basic employment, residence selection, and trip making in an integrated manner. The model seeks to maximize jointly the locational benefits associated with multimodal travel to work, retail, and local service sector travel, and, significantly and jointly, the agglomeration benefits accruing to basic-sector employers. The model was subjecting to a set of constraints that require trip production and attraction to be consistent with housing and employment available in a zone and that employment of related sectors be allocated jointly, as well as constraints on limits of housing and employment allocation and exogenous location of employment and housing (policy constraints). POLIS
simulates changes in housing, employment, and trip making between two states, the base year and future year. The lagged effects of transportation investments on land use are not modeled.

2.1.5.3 The MEPLAN Model

MEPLAN is a proprietary software package developed by Marcial Echenique and Partners Ltd. in the United Kingdom. Hunt (1997) describes its framework as the interaction between two parallel markets: a land market and a transport market. Behavior in each system is modeled as a response to price or price-like signals (including travel disutility). Each market moves towards equilibrium, but a complete equilibrium is not reached because there are time lags in the system, which are caused by the fact that building stock and transportation infrastructure cannot be changed instantaneously and the fact that information exchange is not perfect.

Time lags are modeled in MEPLAN by ordering the model operations as shown in Figure 2.7. At time $n$, the land use model provides input to the transportation model, which produces network equilibrium. The state of the land use and transportation systems then becomes the input to the land use model at time $n+1$, which utilizes the network conditions at time $n$ in allocating population and employment, reflecting the time lag between changes in the transportation system and the response from the land market. The transportation system will in turn respond to changes in land use and produce a new set of network conditions.

![Figure 2.7 Ordering of Model Operations (Source: Hunt 1997)](image)

In addition to time lags between transportation and land-use systems, the lags between activity location and land or building stock and between transportation supply and demand are also modeled in MEPLAN.
Hunt (1997) points out that while MEPLAN requires little data to run for forecast purposes, calibrating MEPLAN is complex and demanding, as “an extremely large and rich set of observed data would be required in order to perform a ‘full and complete’ calibration of all model components over several periods in a typical application.” Particularly, for each time period to be modeled, model data must be available. However, the effort would be worthwhile because its ability to incorporate the interactions of different components in land use and transportation markets, and policy alternatives and effects.

2.1.5.4 Kim’s Chicago Model

Kim’s Integrated Urban Systems Model for Chicago integrates general urban system equilibrium with probabilistic spatial interaction, combined transportation-facility location models, and concept of equilibrated demand and supply over networks (Southworth 1995). Kim’s model is based on urban economic theories and takes into consideration “land use and density, shipment route and mode choice with network congestion” (Kim 1989). The model seeks to minimize the objective function that is the sum of the total costs of moving commodities out of the urban system, and the total land plus rental costs of all zones, commodities, and production techniques used in the urban area. Different intensities of land use may be specified for different production technology, allowing for the production of certain commodities using less land (as in the case of the service industry). In addition to a network with a balanced demand and supply, the activities are allocated spatially in such a way that the marginal cost of producing a commodity in a zone, which includes the capital and land costs, and shipping it to another zone using a given mode is the same as that of producing the same commodity in the second zone. All the variables are exogenously supplied.

Kim has calibrated the model using various and extensive data for the Chicago region. Calibration routines also exist, which makes it an operational model. Its main contribution is the demonstration of the possibility of “bringing important aspects of urban economic theory into intersectoral, spatial-interaction-based discrete choice models in order to move towards more comprehensive urban modeling frameworks” (Southworth 1995). However, the lagged effects are not considered in Kim’s model. The equilibrium solution produced by the model will only prescribe an ideal world when information exchange is perfect and responses between land use and transportation are instantaneous, which is far from reality.

2.1.5.5 The MASTER Model

The Micro-Analytical Simulation of Transport, Employment and Residence (MASTER) model, developed in the United Kingdom by Mackett (1990a, 1990b), is a microsimulation model. Microsimulation models are computer models that simulate behaviors of individuals of a representative population and draw conclusions that apply to higher levels of aggregation. These models distinguish themselves from aggregate models in that the explanatory variables reflect the characteristics of individuals and their decision-making processes, whereas in an aggregate model the explanatory variables represent the collective properties of the objects (such as population groups or households of different types) being modeled. Aggregate models therefore model the collective effects of individual behaviors but cannot explain them, thus aggregate models are unable to deal with certain policy issues. Microsimulation models are relatively easy
to understand and implement because the decision-making process may be modeled by generating random numbers and using these numbers to make choices given necessary probability distributions of decision choices. As microsimulation models often simulation a process over time, the lagged effects can also be incorporated easily into the models.

The MASTER model is an integrated land use-transportation model that operates at the household level. Population growth and household structure are modeled based on the lifecycle including birth, aging, death, marriage, divorce, and migration. Choice of residential location is based on the weighted function of generalized travel to work cost for the head of household (only work trips are modeled), while housing type choice is based on household size and composition. Supply of housing and jobs are exogenous data input into the model, and vacancy of housing is tracked for each zone. Household members’ choice of jobs, employment and becoming unemployed, retirement, education level, sex, social group of head of household, job vacancies, and salary ranges are all modeled in MASTER.

The transportation processes modeled include acquisition of driver’s license, auto ownership, car availability, and work trip mode choice, all of which are functions of age, sex, household income, household composition, and travel costs. Traffic assignment is not handled in the model. While incorporating a traffic assignment routine seems to be straightforward, Southworth (1995) questions Mackett’s suggestion that 1% sample of households is necessary for model calibration. Instead, Southworth suggested that up to a 100% sample might be necessary if trips are to be assigned to specific routes.

2.1.5.6 The Dortmund Model

Another model that utilizes the microsimulation technique is the Dortmund model developed by Wegener (Wegener 1986) for Dortmund, Germany. Southworth (1995) considers the Dortmund model as one of the most advanced implementations of a multistaged urban land use-transportation system dynamic at the time.

The Dortmund model is the intermediate level model in a three-model hierarchy, which also includes a macroanalytic model that simulates changes in employment by industrial sectors and population by age, sex, interregional migration rates, and nationality in each of the 34 regional labor markets. It is a finer grained model (with smaller zones) that allocates construction to each statistical tract within a zone. The Dortmund model, being a mesoscopic model, inputs employment and population from the macroanalytic model, and simulates changes in the urban system with seven submodels that deal with (1) car ownership and travel; (2) aging of people, households, dwellings, and workplaces; (3) relocation of firms, redundancies, and new jobs; (4) nonresidential construction and demolition; (5) residential construction, rehabilitation, and demolition; (6) change of jobs; and (7) change of residence.

As has been discussed in Section 2.2, different subsystems in an urban system respond to changes in the system at different rates, ranging from fast (e.g., mode choice and route selection) to medium (e.g., home, job, firm relocation) to slow (e.g., activity centers and transportation network). To simulate these urban dynamics, the Dortmund model explicitly maintains the separation of the land use and transportation submodels and limits the ability of the
transportation model to relocate work trips (to satisfy the double constrained distribution model) by directly taking input from the land use models on household and job relocations, thus forcing the land-use changes to lag behind changes in travel costs. The model simulation runs in two-year cycles for up to a 30-year planning horizon and allows a “perception delay” of one year to take effect. The transportation model runs at the beginning and end of the two-year cycle, implying that land use changes are not visible to the transportation model within the cycle. New housing construction does not occur until three cycles (6 years) later after changes in the transportation system.

The spatial distribution of activities may be changed in the Dortmund model through aging, exogenously with input of “historical events” such as closing of large industrial factories, and endogenously through changes in accessibility.

2.1.5.7 UrbanSim

Developed by the Urban Planning Department and the Computer Science Department at the University of Washington, UrbanSim is a simulation model for integrated planning and analysis of urban development, incorporating the interactions between land use, transportation, and public policy. UrbanSim is a public domain software package, and is intended for use by metropolitan planning organizations and other planning organizations to interface existing travel models with new land use forecasting and analysis capabilities. The University of Washington has received three new grants from the National Science Foundation to continue the development of UrbanSim in September 2001 (UrbanSim 2001).

The development of UrbanSim has been motivated by the need of planning organizations to test policies that deal with environmental, sociological, and economic concerns (UrbanSim 2001). Examples of such policy issues include preserving prime agricultural lands, forests, wetlands, and open space, redevelopment, infill, and inner-city decline. Possible strategies developed based on such policies may range from urban growth boundaries at the regional or metropolitan scale to street design, mixing of uses, and pedestrian access at the neighborhood or site-specific scale.

UrbanSim is a discrete choice model based on the random utility theory. With its modular design, it models household location choice, employment location choice, real estate development, interfaces with travel models, and incorporate urban dynamics into the models. Household are classified in a disaggregate manner by income, persons, workers, and child, employment is classified into 10-20 sectors, and real estate into 24 development types. Real estate measures include acres, units, and floor space. Real estate prices are also modeled. The model operates at a geographic scale of 150-meter grid cells (Waddell 2001).

UrbanSim has eight core models (Waddell 2001):

- The Demographic Transition Model simulates births and deaths in the population of households given control totals. Distribution of income groups, age, size, and presence or absence of children may also be specified. Iterative proportional fitting (Beckman et al, 1995) is used to the addition or deletion of households. Newly created households are
added to the household list to be assigned to housing units by the Household Location Choice Model later.

- The Economic Transition Model simulates job creation and loss with control total and distribution of business sectors specified.
- The Household Mobility Model simulates household decisions as where to move based on probabilities determined from historical data.
- The Employment Mobility Model determines which jobs will move from their current locations during a particular year using a similar approach to the Household Mobility Model.
- The Household Location Model chooses a location for each household in the housing list. To do this, a list of vacant housing is maintained and a multinomial logit model calibrated to observed data is used to select a housing from a random sample of the vacant housing units, which are described by attributes of the housing in the grid cell (price, density, age), neighborhood characteristics (land use mix, density, average property values, local accessibility to retail), and regional accessibility to jobs.
- The Employment Location Model is responsible for determining a location for each job that has no location. Alternatives are selected through random sampling, which are described by real estate characteristics in the grid cell (price, type of space, density, age), neighborhood characteristics (average land values, land use mix, employment in each other sector), and regional accessibility to population.
- The Real Estate Development Model simulates developers’ choices about location and type of construction to undertake. Each year, the model iterates over all grid cells on which development is allowed and creates a list of possible transition alternatives (representing different development types), including the alternative of not developing. The probability for each alternative being chosen is calculated with a multinomial logit model. Variables in the developer model include characteristics of the grid cell (current development, policy constraints, land and improvement value), characteristics of the site location (proximity to highways, arterials, existing development, and recent development), and regional accessibility to population.
- The Land Price Model simulates land prices of each grid cell as the characteristics of locations change over time based on urban economic theory. The model is calibrated from historical data using a hedonic regression to include the effects of site, neighborhood, accessibility, vacancy rates, and policy effects on land prices. The model variables are similar to those in the Development Model.

The model requires input on population and employment estimates, regional economic forecasts, transportation system plans, land use plans, and land development policies such as density constraints, environmental constraints, and development impact fees. The user is allowed to create “scenarios” as input to UrbanSim by specifying alternative forecasts of population and employment, land-use policy assumptions, transportation infrastructure assumptions, etc. The model then provides output regarding future year distributions of population, households by type (e.g. income, age of head, household size, presence of children, and housing type), units of housing by type, businesses by type (e.g. industry and number of employees), land use by type (user-specified), square footage of nonresidential space by type, densities of development by type of land use, and prices of land and improvements by land use (UrbanSim 2001).
UrbanSim has been validated for the Eugene-Springfield, Oregon area (population 375,823) using data from 1980 to 1994, and has since been applied in Honolulu and Salt Lake City. Other metropolitan areas are beginning to utilize it as well. The UrbanSim software is distributed as Open Source software under the GNU General Public License, which allows anyone to use, modify and redistribute the source code at no cost. The source code of UrbanSim is available at www.urbansim.org.

2.1.5.8 TRANSIM

TRANSIMS is part of the Travel Model Improvement Program (TMIP) sponsored by the U.S. Department of Transportation (USDOT) and the Environmental Protection Agency; it was developed by the Los Alamos National Laboratory. The lab has conducted a major TRANSIMS study in Albuquerque and completed a microsimulation of vehicle traffic patterns in Dallas, Texas and Portland, Oregon. Six cities selected by the U.S. DOT that represent diversity in growth and population area expect to test TRANSIMS. TEA-21 has set aside $25 million in funding for the completion and deployment of TRANSIMS.

TRANSIMS is a disaggregate microsimulation model that simulates household activities and individual trips over a multimodal network. The type of activities and their locations are driven by household and personal demographics such as the age of an individual, the person’s income, gender, and employment status. TRANSIMS is designed to give transportation planners accurate, complete information on traffic impacts, congestion, and pollution (LANL 1999).

Briefly, TRANSIMS has five main modules (LANL 1999):

- The Population Synthetic Generator module creates synthetic population figures that represent every household and person in a given metropolitan region. Households and persons are described by their demographics such as the age, income, gender, and presence of children in households.

- The Activity Generator module generates a list of activities for each member of the synthetic population. Each activity is specified by its type, priority, starting and ending time preferences, a preferred mode of transportation, a vehicle preference if appropriate, a list of possible locations for the activity, and a list of other participants if the activity is shared. The set of activities for each household is based on the household demographics, network congestion, and land use and employment data.

- The Route Planner module is responsible for generating routes for travelers. The routes between different locations are constrained by the network and by preferences of individual travelers.

- The Traffic Microsimulator module simulates the movement and interactions of individual travelers in the transportation system of a metropolitan region based on their trip plans provided by the Route Planner. Intermodal travel, vehicle occupancy, trip chaining, and vehicles with different operating characteristics can all be simulated. Driver behaviors, including acceleration, deceleration, turning, changing lanes, passing, and responding to other vehicles, signs, and signals, can also be simulated. The Traffic Microsimulator uses a cellular automata approach to provide the computational speed necessary to simulate an entire region at the individual traveler level. With this approach, each link in the transportation network is divided into a finite number of cells and vehicle locations in the
cells are determined at each time step of the simulation. Because of the sheer number of travelers and the level of detail in the microsimulation, a TRANSIM runs requires the use of multiple CPUs where available.

- The Emissions Estimator module translates traveler behavior into emissions of nitrogen oxides, hydrocarbons, and carbon monoxide, as well as energy consumption and carbon dioxide emissions. Different types of vehicles and different operating states may be modeled in terms of their tailpipe emissions.

While TRANSIMS is capable to produce detail travel information over a large network in an urban area and accurate air quality information, it does not deal with the land use issues as well as other models (e.g. MASTER and UrbanSim). Therefore, it will not be able to explain the impacts of land-use policy on transportation or test the effects of transportation investment decisions on land use.

### 2.2 Temporal Geographic Information System

Time is an inseparable component of all changes that take place in the real world. The transportation system evolves over time as construction and maintenance of planned improvements change the transportation network. Land use patterns also change slowly but constantly due to the varying needs of human activities over time. Furthermore, various kinds of changes that occur to transportation and land use are interdependent, and cannot be easily separated. In order to model the interactions between different change patterns (e.g., land use changes and transportation system changes), a framework is needed that takes into account the time component (when), the location component (where), and the attribute component (what) associated with these changes and their interrelationships. In addition, when dealing with a real world problem, the semantic level referring to the meanings of objects to be analyzed becomes important.

Sinton (1978) suggests using a measurement framework that includes the three main components (i.e., time, location, and attribute) to serve as the “fixed”, the “controlled”, and the “measured” parameters, resulting in a total of six possible measurement scenarios (see Table 2.8). Each of the six measurement scenarios is suitable for a particular type of analysis need. For example, we can “fix” time (e.g., April 1, 2001) and “control” location (e.g., 0.5-mile, 1-mile, and 1.5-mile buffer zones around the interchanges of I-75 in Broward County) to “measure” attributes such as land use types. Application of this measurement (scenario #3 in Table 2.8) can provide land use information within the buffer zones around the interchanges of I-75 in Broward County on the selected date. Alternatively, by fixing attributes (e.g., average daily traffic count higher than 8,000) and controlling time (e.g., Year 1990 through Year 2000), we can “measure” locations (e.g., locations of highway segments or traffic count stations). This example corresponds to the scenario 6 in Table 2.8.
Table 2.8 Measurement Framework Proposed by Sinton (1978)

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Fixed Component</th>
<th>Controlled Component</th>
<th>Measured Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 1</td>
<td>Location</td>
<td>Time</td>
<td>Attribute</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>Location</td>
<td>Attribute</td>
<td>Time</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>Time</td>
<td>Location</td>
<td>Attribute</td>
</tr>
<tr>
<td>Scenario 4</td>
<td>Time</td>
<td>Attribute</td>
<td>Location</td>
</tr>
<tr>
<td>Scenario 5</td>
<td>Attribute</td>
<td>Location</td>
<td>Time</td>
</tr>
<tr>
<td>Scenario 6</td>
<td>Attribute</td>
<td>Time</td>
<td>Location</td>
</tr>
</tbody>
</table>

Sinton’s measurement framework is also relevant to the development of GIS applications. The current commercial GIS software products are built around the measurement scenarios #3 and #4. That is, the users build their GIS databases by fixing the time component while controlling and measuring the location and the attribute components. In a raster GIS, a user normally controls the spatial resolution level (i.e., grid cell size) and measures the representative attribute value for each grid cell observed at a fixed point in time. Using a satellite imagery to derive land-use classification is a typical example of this measurement scenario. On the other hand, a vector GIS often controls the attributes (e.g., land-use types) and measures the locations (i.e., the polygon boundaries representing different land-use types) for data observed at a fixed point in time. In either case, time is treated as a fixed component in order to represent the other two components in a GIS environment. It is feasible to repeat the same measurement process under the scenarios #3 and #4 to derive measurements for different points in time (e.g., Years of 1990, 1995, and 2000). These repeated measurements result in the “snapshots” of location and attribute information.

The treatment of time as a fixed component in a GIS environment reflects the traditional focus of GIS on location and attribute at the expense of time. In addition, this simplistic approach avoids many challenging (and mostly unresolved) issues of handling the complex interdependency between the space dimension and the time dimension. However, the “snapshot” approach is insufficient to meet the requirements of preserving historical data and supporting the modeling and analysis of complex interactions between land-use changes and transportation system developments. An innovative and practical approach of handling spatiotemporal interactions is needed to support the needs of transportation modeling and planning. With the rapid advances in both computer science and GIS, we have seen an increasing level of research on temporal databases and spatiotemporal GIS. This review provides a summary of the relevant literature on the issues of integrating the time dimension within a GIS environment. Since most GIS use a database management system (DBMS) to help organize and manage the data, this literature review effort went beyond the GIS publications to also include the relevant literature of temporal databases.

This section first introduces a framework that organizes the large amount of literature related to different research issues of temporal GIS (see Section 2.2.1 below). Selected publications under each major research issue are discussed in Section 2.2.2 to provide a review of the approaches proposed to pursue each research issue. Section 2.2.3 then discusses the relevance of previous studies to this research. In addition, a list of references identified from this literature review task on temporal GIS is included in Appendix A as a supplement to the discussions here.
2.2.1 An Organizational Framework of Temporal and Spatiotemporal Research Issues

Integration of the time component into a GIS environment introduces many challenging research issues. These research issues cover a wide range of topics and have been studied in different disciplines. The computer scientists, for example, have been conducting research on temporal databases for a number of years with an emphasis on a better means of handling the time dimension in a database environment. On the other hand, geographers and researchers in GIS-related fields have been paying more attention to the interaction between and integration of the space and the time dimensions in a GIS environment. There has also been an increasing trend towards cross-referencing research efforts among the various disciplines interested in spatiotemporal integration.

Table 2.9 presents a framework that organizes the various research issues related to the development of a spatiotemporal GIS identified in this literature review task. At the highest level, the proposed framework organizes the relevant literature into two broad categories: conceptual issues and implementation issues. **Conceptual** issues focus on the publications related to the topics such as temporal and spatiotemporal concepts, data models, and data access. **Implementation** issues cover the challenges of developing prototype implementations of temporal databases and spatiotemporal GIS and the implementations using a simulation approach.

Table 2.9 Organizational Framework of the Research Issues Identified in the Literature Review

<table>
<thead>
<tr>
<th>I. Conceptual issues:</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Temporal and spatiotemporal concepts</td>
</tr>
<tr>
<td>1. Temporal definitions</td>
</tr>
<tr>
<td>2. Spatiotemporal data representations</td>
</tr>
<tr>
<td>3. Spatiotemporal relationships</td>
</tr>
<tr>
<td>4. Spatiotemporal database frameworks</td>
</tr>
<tr>
<td>B. Data models</td>
</tr>
<tr>
<td>1. Spatial data models</td>
</tr>
<tr>
<td>2. Temporal data models</td>
</tr>
<tr>
<td>3. Spatiotemporal data models</td>
</tr>
<tr>
<td>C. Data access</td>
</tr>
<tr>
<td>1. Temporal/Spatiotemporal data indexing methods</td>
</tr>
<tr>
<td>2. Temporal/Spatiotemporal query languages</td>
</tr>
<tr>
<td>3. User interface design/Visualization</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>II. Implementation issues:</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Prototype-based implementations</td>
</tr>
<tr>
<td>1. TRIAD</td>
</tr>
<tr>
<td>2. SIIASA</td>
</tr>
<tr>
<td>3. ATLSS</td>
</tr>
<tr>
<td>5. Raza (1998)</td>
</tr>
<tr>
<td>7. LUCAS</td>
</tr>
<tr>
<td>9. GAEA</td>
</tr>
<tr>
<td>10. QUEST</td>
</tr>
</tbody>
</table>
2.2.2 Conceptual Issues

2.2.2.1 Temporal and Spatiotemporal Concepts

Time is often conceptualized as a continuum on a linear scale that moves in forward or backward directions (i.e., future, present, and past). This simple conceptualization becomes insufficient when we deal with real world phenomena that can branch into different scenarios (e.g., three transportation improvement plans for 2010 proposed in year 2000) or have a cyclical temporal pattern (e.g., daily or weekly traffic patterns). Figure 9.1 shows the three possible temporal forms. In addition, time can be recorded as world time (i.e., when an event took place in the real world) and database time (i.e., when an event is entered into a database). The distinction between world time and database time is critical when we need to evaluate, for example, if a travel demand analysis was performed before a future land use plan was entered into the database although the land use change had not occurred in the real world.

![Figure 2.8 Three Possible Forms of Temporal Patterns](image)

Computer scientists often treat time and space in the same way. Tsotras (1997) suggests that each individual piece of data is associated with space and time dimensions in a multi-dimensional space. There are three space dimensions, which are x-dimension, y-dimension, and z-dimension. There are also two time dimensions, namely a valid-time (or world-time) dimension and a transaction-time (or database-time) dimension. This view, however, is too simple to model many complex temporal phenomena.

Most real world phenomena are the outcomes of temporal processes. A process in turn consists of a set of events. An event triggers changes to a real world phenomenon that leads it from one state to another state. Temporal databases and spatiotemporal GIS need to represent and manage these states, events, and processes. One challenge is whether phenomena should be represented as a continuous process or as discrete events. Another important consideration is temporal resolution. When a real world phenomenon is evaluated based on a time instant versus time duration, the focus will be on different aspects of the phenomenon. An event is normally associated with a time instant. A list of time-sequenced events, on the other hand, can reflect a process that lasts for a given period. The time intervals (i.e., temporal resolution) used to collect
data associated with the events can therefore have an impact on the analysis of a temporal process.

The temporal relationship among different events and processes is another important consideration. An event takes place before, at the same time instant, or after other relevant events. A process may overlap with another process over a period of time. These temporal relationships are important information for understanding changes over time such as whether traffic flow increased significantly on the Sawgrass Expressway before, during, or after a major residential subdivision was built in Weston, Broward County. This example further indicates that if the time component is brought into a GIS environment, the spatiotemporal relationships that involve the interactions among the time, location, and attribute of different processes must also be addressed.

The above discussions indicate many challenging conceptual issues that must be addressed and understood before a spatiotemporal GIS is developed. A review of some key references in the literature on these conceptual issues is provided below.

(1) Temporal definitions

Snodgrass (2000) defines three fundamental temporal data types: instant, interval, and period. A period is an anchored duration of time (e.g., March 5th through May 12th, 2001) compared to an interval simply indicating a length of time (e.g., 14 months). He also suggests that there are three kinds of time: user-defined time, valid time, and transaction time. In addition, he identifies three basic kinds of time-oriented statements: current, sequenced, and non-sequenced. A non-sequenced statement ignores the time element.

Frank (1998) proposes four different views of temporal taxonomy. The first view is based on the concept of events, which are abstract time points without duration or intervals between two events. The second view is based on the interpretation of processes: linear or cyclic repetitive pattern. The third view depends on the scale of measurements: ordinal time scale and interval scale. The fourth view is based on the order of events: total order, partial order, branching, and multiple perspectives of observing the event orders.

Hazelton (1998) uses temporal metaphors to describe a language for communicating about time. Four metaphors are found to be in general use: linear metaphor, cyclic metaphor, multi-dimensional metaphor, and branching metaphor.

Hornsby and Egenhofer (2000) formulate time with an explicit description of change with respect to states of existence and non-existence of identifiable objects. Four types of primitives related to the identity states of objects are described: object existence, non-existing object without history, non-existing object with history, and transition about two identity states of the same object. Therefore, nine change operations are derived from a systematic combination of the first three primitives.

Claramunt (1996) discusses changes in terms of events and processes. He points out that there are three main classes of basic spatiotemporal processes: evolution of a single entity, functional
relationships between entities, and evolution of spatial structures involving several entities (reconstructing processes).

(2) Spatiotemporal data representations

Sinton (1978) suggests that geographic information consists of three components: attribute (of phenomena or objects being observed), location (of the phenomena), and time (of the observation). He argues that without all three components present and a record of the precision and reliability of the observation, no geographic data should be entered into an information system.

Effenberg (1992) indicates that the semantics of time can be incorporated into data models using three approaches: as a parameter, as a property, or as a dimension. Under the parameter approach, time is used as a control argument while other variables are investigated. Time also can be treated as a property of an entity. Alternatively, time can be considered in the same way as spatial dimensions. Each of the approaches is likely to result in a different type of data model.

Peuquet (1994) argues that an orthogonal 4-D representation of the \((x, y, z)\) coordinates and the time \((t)\) may be inappropriate for GIS because time and space exhibit important differences in their properties. She sums up some higher-level or derived knowledge of spatiotemporal relationships and patterns and discusses the characteristics of time such as temporal cohesiveness, temporal similarity, temporal continuity, hierarchical organization, and incompleteness.

Peuquet and Qian (1995) propose a conceptual TRIAD model to describe geographic information with spatial, temporal, and feature dimensions. Feature-based, location-based, and time-based representations are considered to be complementary elements in the TRIAD model. Unlike traditional spatial data model that are designed to be self-contained, all three components of the TRIAD model are designed to be cooperative and interdependent. This dimensional integration makes all dimensions of the data accessible to the user and enables the user to observe and analyze data from varying dimensional perspectives within a single representation.

Yuan (1996) presents a three-domain representation that defines semantic, temporal, and spatial objects in three separate domains. This data representation provides links between the three domains to describe geographic processes and phenomena. It allows the geographic concepts and entities to be represented through dynamical links among the three types of objects from either a layer or an object representation. A major advantage of this presentation is that there is no predefined data schema. In addition, it eliminates the constraints of a linear temporal scale that monitors and analyzes successive states of spatial entities.

Claramunt (1996) addresses the semantics representation issue for spatiotemporal geographic information. This research retains the TRIAD data representation framework proposed by Peuquet and Qian (1995) and uses an object-oriented model to define the data structure. A spatial entity is defined by three attribute sets: temporal domain, thematic domain, and spatial domain.
Faria et al. (1998) define spatiotemporal objects to encapsulate three basic components: conventional, spatial, and temporal. Each component is a complex object by itself.

(3) Spatiotemporal relationships

Peuquet (1994) defines temporal operators with three distinct classes: (1) metrics (length of the time interval) and topology (before, equal, meets, overlaps, during, starts, ends), (2) Boolean operators (and, or, not), and (3) generalization. Spatial operators include: (1) area generalization, (2) overlay, (3) spatial metric, and (4) topology. She further indicates that object operators are based on cause-and-effect relationships, such as causes/cause-by or becomes/precedes.

Faria et al. (1998) suggest that temporal operators can be unary or binary, returning time values, Boolean, or objects. Spatiotemporal operators, which extend the spatial operators by adding a temporal dimension, include: location-temporal, orientation-temporal, and metric-temporal. Additional operators are defined in order to support the formulation of spatiotemporal queries.

Erwig (1999) examines spatial and temporal integration. He indicates that spatiotemporal databases are essentially database about moving objects. He attempts to find a general case of geometry that may change in a continuous manner and proposes a new line of research where moving points and moving regions are viewed as three-dimensional (2D space + time) or higher-dimensional entities. This proposed concept could be integrated as base (attribute) data types into relational, object-oriented, or other DBMS data models.

(4) Spatiotemporal database frameworks

Paton et al. (2000) argue that it is easier to propose a spatiotemporal model than to implement it and emphasizes that researchers should be slow to propose models that they are not prepared to prototype. It is unlikely that scalable working prototypes can be developed in the short to medium term that support vector and raster data, valid and transaction time, spatial and temporal indeterminacy, moving objects, and constraints programming. The authors also suggest that spatiotemporal DBMS can be designed to support DBMS functionalities over spatial and temporal data orthogonally or synergistically. This can be called an extensible approach, which extends a non-spatial database to support spatial applications by requiring an extension of the set of supported data types only. By contrast, extending a snapshot spatial database to support temporal applications requires not only extending the set of supported data types, but also making provisions for all data model types to be associated with a history (i.e., everything changes!). In other words, spatial extensions can be easier than temporal extensions. An architectural framework is proposed in which DBMS is viewed as comprising programming language interfaces, query processing components, and a services manager.

Manuel and Moreira (1997) focus on the implementation, evaluation, and optimization of spatiotemporal database operations. They propose to use C and C++ programming languages, the Informix Universal Server, and O2 system to tackle two challenges. One is to define sets of workloads that simulate a rich set of scenarios representative of a variety of real world applications. The other is to define a common schema for the representation of results of the experiments.
Steiner (1998) discusses four types of temporal databases differentiated by their ability of representing temporal information with respect to valid and transaction-time definitions. These four types of temporal databases are snapshot databases, historical databases, rollback databases, and bitemporal databases.

2.2.2.2 Data Model

A data model is a logical representation of data organization and data relationships. There are three types of data models frequently referenced in the literature. Relational data model is the most widely used data model in both computer science and GIS fields. It has a strong theoretical foundation and a standard query language (i.e., Structured Query Language or SQL). Object-oriented data model is based on a set of object-oriented concepts (e.g., object, object class, inheritance, encapsulation, and polymorphism) that provides a more intuitive data representation of real world phenomena. It has gained a significant attention in the research community during the last decade. A number of commercial object-oriented database management systems (OODBMS) are available on the market today, although the relational database management systems still dominate the market. A more recent development is the object-relation data model that incorporates object-oriented concepts and functions into a relational database framework.

Relational data model has been the choice of implementing spatial data models in most GIS. Due to the limitations of handling coordinates data in a standard relational data model, some commercial GIS software packages also developed a proprietary file format to store the coordinate data and used a relational data model to store the attributes. The coordinates data in the proprietary file system are linked to the attribute data in a relational database through a set of unique identification numbers. The geo-relational data model used in ArcInfo (by Environmental Systems Research Institute, Redlands, CA) is an example. Object-oriented data models also attracted a lot of research interest in the GIS field. A number of commercial GIS software provides object-oriented programming tools for users to customize their GIS applications. However, most GIS software does not adopt a complete object-oriented data model in their implementation. In recent years, due to the extension of the relational data model to the object-relational data model among several major relational database management system (RDBMS) vendors (e.g., Oracle Spatial, Informix Spatial Data Blade, IBM DB2 Spatial Extender), commercial GIS software vendors also have started to adopt the object-relational data model. The Geodatabase data model in ArcGIS 8 is an example of the object-relational data model.

GIS data models traditionally focus on the handling of locations and attributes. Time is often treated as a static component in GIS. This is known as the snapshot approach since each GIS layer represents the locations and attributes of a particular phenomenon (e.g., land use) at a fixed time point (e.g., March 22, 2001). Computer scientists have been active on the development of temporal databases in order to better represent the time component in a database. In a relational data model, it is feasible to timestamp tables, records (i.e., tuples\(^1\)) in a table, or attributes in a table in order to keep track of the time component at different levels. In an object-oriented data model, we may timestamp individual objects. These principles developed in temporal database

---

\(^1\) Tuple: a fixed size collection of elements
research could be extended to spatiotemporal data models. However, when the time and space components and their interactions must be considered together, new challenges arise in developing such data models. A review of some key publications on these research issues is provided below.

(1) Spatial data models

- **Relational data model**

  Hadzilacos and Tryfona (1996) describe a GeoRelational data model (GRDM) as a relational data model because it incorporates five modeling constructs in GIS applications. These five constructs are layers, relations, virtual layers, object classes, and integrity constraints. A layer corresponds to a thematic data layer that describes geographic properties and relates key geometric features (such as points, lines, and polygons) equivalently. A relationship is used to represent non-geographic entities. A virtual layer is used to represent information computed from existing layers. The computations are defined as overlay, buffer, reclassification, and attribute derivation. Object classes are equivalent to spatial joins, and are defined on one or more layers. Integrity constraints are basically the first-order normalized form. These are used to process queries by selecting object classes that satisfy some specified constraints.

  Gadia (1993) assumes that a set of spatial features is a subset of a universal region. This leads to the closure property for the operators of union, intersection, subtraction, and complementation among the records in a relationship. Different from the GRDM, Gadia conceptualizes a region as an aggregate of simple geometries. In this model, a function is defined to map a spatial region to the attribute domain. Spatial operators are defined over regions to return a set of points that satisfy the conditions expressed in the operation. One limitation is the large amount of data redundancy.

- **Object-relational data models**

  ArcGIS 8’s geodatabase data model is called an object-relational data model since it applies object-oriented data modeling concepts and functions to a relational database environment (Zeiler 1999). This data model permits users to define the features in their GIS databases with their natural behavior and allow any sort of relationship to be defined among features.

- **Object-oriented data models**

  A Bi-level Object-oriented GIS data model is presented in (Choi and Luk 1992). It facilitates data modeling at two levels: geographic and geometric. There are three main constructs at each level: object, object class, and functions. Objects are instances of object classes and are divided into primitive and non-primitive objects. Primitive objects are the built-in data types of a system. Non-primitive objects are those derived data types such as paths, physical regions, or themes at the geographical level, and points, lines, and polygons at the geometric level. Functions are used for
data manipulation at both geographic and geometric levels. They include semantic retrieval (tools), set (union, distinct), aggregate (minimum, maximum, average), and superfunctions (shortest path algorithmic implementation). Geometric functions are categorized into five groups: overlap, containment, component, geometric object computation, and arithmetic computation.

(2) Temporal data models

- Relational data model with timestamp at the tuple level

Clifford (1982), Clifford and Tansel (1983) describe time as an “instant” and discuss a historical database consisting of a collection of historical relations over the same set of states. A historical relation is viewed as a sequence of relation instances, indexed by valid time, each one representing a different state of the historical relation. All tuples are assumed to appear in all states of the relation. A complete relation contains a tuple in each state for every entity that appears in a relation at any state of the database history. Therefore, this model is highly redundant and Clifford (1983) does not even propose to implement the method.

Jones et al. (1979) use time intervals in a data model, named as LEGOL 2.0, with two implicit time attributes - START and STOP. The two time attributes represent a closed valid-time interval. A similar model, Temporal Relational Model, is introduced in (Navathe and Ahmed 1988, Navathe 1989, Navathe and Ahmed 1993). However, this model distinguishes synchronous and asynchronous time-varying attributes.

Sarda (1990, 1993) describes a Historical Data Model (HDM) to support historical relations that contain either tuples stamped with a time instant or stamped with a time interval. The data model enables users to input temporal attributes with time instances and query with intervals.

Snodgrass (1995) proposes a conceptual data model – the Bitemporal Conceptual Data Model (BCDM) used as a basis for the definition of the temporal query language TSQL2. Data are time stamped either with sets of time instants or temporal elements. The BCDM is a unifying model since it can be mapped to several existing bitemporal data models. It serves as an appropriate basis for expressing time-varying data.

- Relational data model with timestamp at the attribute level

Clifford and Tansel (1985) support historical relations with a time interval as timestamps. A historical relation may have four types of attributes: atomic attributes, triplet-values attributes (time-interval plus an atomic value), set-valued attributes (set of atomic values), and set-triplet-valued attributes (set of triplets).

refers to the fact that the history of a real world entity is spread over several tuples. There is no way to omit this in temporal data models within First Normal Form (1NF). Timestamps at the tuple level can be used to address this issue. Horizontal temporal anomaly refers to the problem that attributes of the same relation change their values at different time instants. One way to deal with this is by decomposing a temporal relation into relations in time normal form (TNF).

- Object-oriented data model

Steiner (1998) introduces an object-oriented data model. A non-temporal generic OM model (Norrie 1992, 1993) is generalized into the temporal object data model (TOM). This means that all aspects of the model including constructs, operations, and constraints have temporal generalization. Furthermore, the temporal dimension applies not only to data but also to metadata. It introduces a new form of object timestamp. Instead of adding validity time period to objects in a form of special attributes that denote when a specific state of an object was valid, the notion of temporal object identifiers is introduced in TOM that timestamp objects with their entire time period of existence. TOM is a generic temporal object-oriented data model. Further, the membership associations between objects and the collections to which they belong are time stamped. With regard to the operational functions, TOM supports a full temporal algebra, a temporal query language, and temporal constraints. Additionally, metadata can have temporal properties that allow the modeling of role, association, and constraint lifespan.

- Extensible temporal data model

Kafer et al. (1990) extend an object data model and describe a temporal data model that overcomes the vertical anomaly by mapping time sequences to a complex object data model MAD (molecule-atom data model). A time sequence represents the history of an entity of the real world by preserving the different states of the entity over time in a time-ordered sequence.

Kafer and Schoning (1992) further extend a relational data model and use a time interval as a timestamp instead of using time sequences. They proposes a direct extension of the MAD data model to become the TMAD. The main difference between the MAD and the TMAD is that a valid-time interval is used in TMAD instead of a time instant in MAD to timestamp the atoms.

Goralewalla and Ozsu (1993) use the extensibility of the object-oriented database management system, TIGUKAT, to implement a temporal data type. This temporal data type specifies an extensible set of abstract data type (ADT) and a rich set of behaviors to model time. Three different kinds of timestamps are supported: time instants, time intervals, and durations of time. It also includes types to model discrete, continuous, and dense time.
Su et al. (1991) extend the object-oriented data model OSAM * with time. In OSAM */T, objects are time stamped with a time interval. Rose and Segev (1991) and Rose (1993) present another approach using time sequences to extend a basic object-oriented data model with new types.

(3) Spatiotemporal data models

- Relational data model

Clifford (1983) discusses temporal information that is stored in flat files or tables in a relational data model. This method simply assigns a timestamp to each GIS relational table. Then a duplicate, but updated, copy is created and treated as the current state.

Snodgrass and Ahn (1985) propose to keep all related objects (records) together in a chorological order. This clustering method makes it easier for the application to find relevant subsequent records when trying to calculate the period of a particular state.

Lum et al. (1984) discuss a chaining method to deal with tuple level database design. The data model separates the time-variable and non-time-variable attributes that uses as little memory as possible and allows fast access to the historical data.

Stickler et al. (1992) examine the procedures needed to maintain records of the changes in spatial attributes for land parcels through time in ArcInfo. A solution is to construct a “shadow” history table associated with the intermediate link table. In other words, at any time $T_n$, the link table contains information at the current state (e.g., the mapping between polygons and land parcels) and each record also contains information about land parcels that existed at previous periods, $T_{n-1}$, $T_{n-2}$, etc., including time stamps indicating when a state came into existence. Thus the history table can be traversed backwards through time to extract information about previous states of the land parcel. The polygon table contains spatial information about the boundaries of all land parcels that arise through the fragmentation and concatenation process.

Hunter and Williamson (1990) propose to timestamp parcels by their date of creation and date of cessation. They argue that it is not practical to store full layers of geographical information for different time periods in digital cadastral databases. They suggest a system that keeps a graphics file of current parcels for day-to-day use while archiving historical spatial data into a separate file. Reference to the information is kept in files that store aspatial information via multiple versioned copies of the same parcel record.

Armstrong (1988) discusses timestamps of vector and raster GIS data models and describes them using entity, category, and relationship diagrams. For raster-based databases, an attribute history is proposed for each individual cell, thus avoiding the costly storage of whole data layers for each version. For vector-based databases, depending on whether durations are recorded explicitly using from and to dates or
implicitly by recording a single timestamp, the method associates interval-stamped attributes with instant-stamped attributed in many-to-many relationships.

Raafat et al. (1991) extend the relational database of an image database system to handle both transaction and valid time intervals by adding new algebraic operations to the standard relational operations in order to manipulate the temporal dimension effectively. Beller (1991) presents a grid-based model of a temporal GIS. This article defines an “event” as an object with spatial and temporal extents. A temporal GIS is defined as a collection of Temporal Map Sets (TMS) and Neighborhoods with some operations. An event is a binary TMS where each cell is designated as either belonging to the event or not. A major shortcoming of this approach is its high data redundancy.

Raafat et al. (1994) recognize that changes affect both spatial and thematic attributes in a GIS and propose a relational model for accessing spatial and temporal topologies. In their model, a geographical entity goes through a series of historical states of various durations caused by mutations until it loses its essential property, which is normally a user-defined object identifier.

- Object-oriented data models

Wachowicz and Healey (1994) present an object-oriented spatiotemporal model of real-world phenomenon and events. Real-world phenomena are represented as complex versioned objects with geometric, topological and thematic properties. A new instance of an object with a different identifier is created for every version of the object establishing a hierarchical structure for the past, present, and future of the object. Events, on the other hand, are manifestations of actions that invoke update procedures on one or more objects. Time is represented as an independent, linear dimension. This is different from other representations where the time axis is orthogonal to the spatial dimensions.

Bonfatti and Monari (1994) describe an integrated approach to modeling both geographical structures and phenomena. They argue that cross-references between objects to express relationships are ambiguous; therefore, better means are needed to characterize object structure and behavior. Their proposed solution is the use of complex objects comprising of several components to express structure and relationships. In addition, laws that determine the possible states that an object can have are implemented to describe the behavior of the components. Spatiotemporal processes can be modeled easily with the framework by attaching timestamps to objects and expressing motions as laws for complex objects.

Worboys (1994) defines a spatiotemporal (ST) object as a unified object with both spatial and temporal components. An elemental spatial object (i.e., a point, a line), known as a simplex, is combined with a bitemporal element to form an ordered pair. A finite set of such ST-simplexes satisfying certain properties is then further defined to form an ST-complex on which query algebra is developed. An ST-complex traces
changes in discrete steps; therefore, it is unable to represent continuous evolution, but is well suited for processes where mutations occur in sudden jumps.

Rojas-Vega and Kemp (1995) describe a structure for distributed, multi-media spatial applications and develops the Structure and Interface Definition Language (SIDL). To achieve full encapsulation needed by the distributed nature of the spatial database, the basic object type has a structural part and an interface part. The structure part defines an object identifier, conventional attributes, an object component grammar, and conceptual relationships, while the interface part contains methods operating on the object. With these two parts, complex object structures can be built to fully model real-world entities and their interactions. Time is introduced by separate objects that can be attached to time-varying components, with the use of separate objects for different models of time.

Yeh (1992, 1995) provides a model for highly variable spatiotemporal data using behavioral functions. A behavioral function forms a spatiotemporal object triplet together with a timestamp and spatial data to describe versions of data evolution. The extra information allows the modeling of complex interpolations, making the data less redundant and resolving data deficiency between states.

Hamre (1994, 1995) proposes a model based on a four-dimensional space consisting of points, lines, surfaces, volumes, and temporal volumes. The four classes of objects are defined in a class-hierarchy where subtypes of the four classes are designed to meet various needs. The implementation shows it is possible to integrate both vector and raster data along with non-spatial data in one spatiotemporal data model.

- Other approaches

Langran (1988, 1992) suggests a Space-Time Composite Data Model. It is based on the principle that every line in space and time can be projected to a spatial plane with other lines, thus creating a polygon mesh. Each polygon in this mesh has its own attribute history associated with it. Each new amendment is intersected with the already existing lines, and new polygons are formed with individual histories. The model has been tested with a number of indexing methods. The test results looked promising, but only small data sets were tested.

Peuquet and Wentz (1994) suggest that most systems are extensions of either a raster-based or a vector-based GIS. The raster or vector format of the extension depends on the type of queries that an application needs to handle. They observe that time-based representation questions can be answered by proposing a model to capture changes in the environment along a temporal vector. Starting with an initial state, events are recorded in a chain-like fashion in increasing temporal order, with each event associated with a list of all changes or can be triggered when gradual evolution is considered to be significant enough.
Peuquet and Duan (1995) propose an Event-based Spatio-Temporal Data Model (ESTDM), which is a triad representation of location-based (raster), feature-based (vector), and time-based components of modeling dynamic geographic objects.

Price (1989) creates an abstract data type (ADT) that keeps track of changes to the property lot sizes. A list of original lots and the subsequent changes to the lot size are stored. A nil value in lot size indicates that the lot no longer exists. Although this method does not address the attribute data temporality, it represents a departure from the versioning approach that requires extensive use of data archives.

Koeppel and Ahlmer (1993) propose two techniques for the integration of temporal data into Automated Mapping/Facilities Management (AM/FM) systems. Dynamic segmentation built on a topological data structure and associated temporal event tables can help keep track of changes. Data redundancy is avoided by not storing explicit topological information. The other technique uses change detection matrices in a spreadsheet to record differences between two time periods. Each axis represents a time period. Standard matrix algebra operations are used to derive change detection matrices for multiple time periods.

Rowe and Stonebraker (1987), Stonebraker (1986), and Stonebraker and Rowe (1987) use POSTGRES, which is an object-relational model based on a relational model including certain object-oriented features. These object-oriented features include additional built-in data types, ability to define abstract data types, support for inheritance, support for shared objects, capability of supporting rules, and functions for manipulating data. However, the main reasons of exploring POSTGRES as a suitable platform for a spatiotemporal GIS are its built-in capabilities for manipulating transaction time and valid time, its support for geometric data types and associated spatial operators, and its ability to manage “large object” types that can include bitmaps for raster data. The POSTGRES DBMS maintains historical data by saving deleted or modified data in a separate relation. This enables queries to be executed on past states of the database. The database maintains a record of all the tuples that have been updated along with approximate time stamps, which can subsequently be queried using the standard query language. Versioning capability in POSTGRES enables existing relations to be versioned at specific, user-determined points in time. A related facility enables versions to be created from “snapshots” of a relation, in which case it is merely a historical record of an entity at a particular point in time. Experience has indicated that relational level versioning is not suitable for most GIS applications.

Parent et al. (2000) propose a spatiotemporal modeling approach at the conceptual level, called MADS (Modeling of Application Data with Spatio-temporal features). MADS currently supports spatiotemporal features for applications related to land management or utility networks. MADS is designed in cooperation with GIS database designers and it is truly an object-relational conceptual model. MADS is the first one to explicitly obey the orthogonal principle of adding space and time to data structures. Spatiotemporal features may be associated to objects, attributes, and
relationships. The space and time combination has an immediate desirable effect (i.e., MADS naturally supports modeling of moving objects). The spatial features of MADS support both the discrete and the continuous views of space. The temporal features of MADS are mainly characterized by the fact that no constraint is enforced over timeframes of related facts.

Moreover, MADS allows the specification of relationships that have space and/or time-related semantics. Thus, topological relationships may be defined as named schema elements, and bear attributes and methods. Similarly, synchronization relationships can be defined to constrain the lifespan of related objects. Transition and generation relationships are included in the MADS to meet user requirements.

Erwig (1999) presents a new approach to temporal data modeling based on a very general notion of temporal object. This paper proposes to embed temporal objects in a database through the use of abstract data type (ADT). This author focuses on object representations and establishes a representation hierarchy, concluding: “Spatio-temporal objects are special cases of temporal objects.” The author expresses a wide range of integration opinions for temporal and spatial objects into spatiotemporal objects in relational databases and compares their expressiveness. The investigation of the relative expressiveness of the different models gives a clear picture of the relationships between existing data models. In particular, it argues that, compared with the traditional approaches of temporal databases, the ADT approach is more versatile and offers much more control over temporal behavior, even for linearly constrained objects.

Kang and Choy (1995) point out that the relational data model is well formulated based on mathematical concepts of relations. However, it is not suitable for representing a complex hierarchical structure, which is an important characteristic of most geographic objects. On the other hand, object-oriented data model can naturally represent a complex hierarchical structure, but there is a difficulty in sharing data with the relational data model that is currently used in most commercial GIS software. Therefore, this paper presents a hierarchical structuring method of geographic information using object grouping. This method supports various concepts of the object-oriented data model, with guaranteed compatibility with relational data model and SQL.

Yearsley and Worboys (1995) consider the modeling and design of a system that handles planar spatial objects and provides a rich topological representation and temporal reference. This paper aims at implementing a similar representation like a geometric layer and extends it through the addition of temporal information. It describes how abstract spatial data types can be constructed over the geometric layer that provides explicit topological information. The paper also considers steps toward a higher-level topological data model (spatiotemporal object layer). It then proposes that deductive database technology provides an appropriate paradigm to implement such a model.
The deductive database used in the project is Eclipse. Designed to be a fusion of object-oriented and deductive technologies, it is based upon an earlier system that is intended to be a platform on which next generation knowledge/database management could be built.

2.2.2.3 Data Access

Another important group of research issues of spatiotemporal GIS is related to data access. A spatiotemporal database often has a large data volume. In order to provide a reasonable performance level when accessing spatiotemporal data, it is necessary to design appropriate indexing methods. Query languages are another important consideration of data access. As we move from attribute-based databases to spatial, temporal, and spatiotemporal databases, there arise additional requirements on the query languages. Finally, a GIS user must be able to interact with the system through user interfaces and to visualize the spatiotemporal data. This brings up the issues related to user interface design and visualization. A review of some key publications on these research issues is provided below.

(1) Temporal/Spatiotemporal data indexing methods

- Spatial indexing

Lu and Ooi (1993) show the evolution of spatial index structures (see Figure 2.9). A solid arrow indicates a relationship between a new structure and the original structures that it is based upon. A dashed arrow indicates a relationship between a new structure and the structures from which the techniques used in the new structure originated, even though some were proposed independently. The indexes in the diagram are classified into four groups based on their base structures: binary trees, B-trees, hashing, and space-filling methods.

During the design of a spatial index, the following needs to be minimized:
(a) The area of covering rectangles maintained in internal nodes,
(b) The overlaps between covering rectangles for indexes developed based on the overlapping native space indexing approach,
(c) The number of objects being duplicated for indexes developed based on the non-overlapping native space indexing approach, and
(d) The directory size and its height.

There is no straightforward solution to fulfill all the above conditions. The fulfillment of the above conditions by an index can generally ensure its efficiency. In addition, the design of an index needs to take the computation complexity into consideration, although this is a less dominant factor considering the increasing computational power of today’s systems. Other factors that affect the performance include buffer design, buffer replacement strategies, space allocation on disks, and concurrency control methods.
Temporal indexing

Bertino et al. (1997) survey a number of promising temporal indexes. Many of these indexes are proposed either for valid time or transaction time in a database. Researchers only began to work on indexing in a bitemporal databases recently. For transaction time databases, the TSB-tree approach is very efficient since it manages to keep the volume of I/O access low and uses tight bounding intervals to support fast search. However, it cannot handle disjointed intervals that may be present in the valid time databases. Direct application of B-trees (such as the AP-tree) includes indexing a single time point (starting or ending), which is efficient in terms of storage space, but is inefficient for any search that involves interval because no information
of the actual data space in the “child node” is captured for pruning the search space. Hence, a simple time-slice search requires the scanning of a large portion of leaf nodes.

Spatial indexes such as the R-tree can be used for indexing both transaction times and valid times. R-tree can be used to index temporal data as line segments or points. As indicated by the experiments noted above, the performance of lines indexed by the R-tree is not as ideal as that of the TP-tree. However, if the lines are mapped into points, its efficiency should become comparable to that of the TP-tree.

- Spatiotemporal indexing

Vazirgiannis *et al.* (1998) present a straightforward approach to index spatiotemporal data and treats time axis as just another dimension (like the spatial dimensions). A traditional indexing method, like R-tree or Quadtree, then can be used with these dimensions. This approach uses space that is proportional to the number of changes. However, this approach will lead to extensive object overlap and thus deteriorate the query performance.

Langran (1988a) evaluates a simple form of spatiotemporal indexing, which is called partitioning. She argues that most temporal GIS applications will feature either spatial or temporal “dimensional dominance,” and therefore proposes space and time-dominant partitioning approaches. The space partition creates partitions according to the data requirements, and then creates temporal layers of these cells. The temporal partition accumulates temporal data first and then organizes them into spatial cells.

Easterfield *et al.* (1991) refute Langran’s idea and argue that there is little need for temporally indexing spatiotemporal data. Because of the relatively long periods that data are valid, the effective reduction in the data volume by indexing for temporal query would not be sufficient to warrant its use.

Hazelton *et al.* (1992) confirms the difficulty of indexing spatiotemporal data by highlighting problems with data access, database size, and disk storage schema.

Xu *et al.* (1990) investigate the R-tree for spatiotemporal indexing. Improvements on the R-tree indexing methods can be made for handling spatiotemporal information in image sequences. The simplest method is to create an R-tree for each image and link them in temporal order. However, a space saving technique, called MR-Tree, can be used if the R-tree indexing consequent images are allowed to reference parts of the R-tree structure of the original image. An alternative approach is to use a single, modified R-tree structure, the RT-tree, that stores temporal interval information in each node with start and end dates denoting image recording time.

---

1 Child node: an item of a tree referred to by a parent item
2 Leaf node: a terminal or “bottom” item of a tree, i.e., an item with no child
Kolovson and Stonebraker (1991) create Segment Indexes to reference both interval and point data in a single index. Aspects of the Segment are merged with R-tree features in an attempt to improve the performance and efficiency of spatial indexing.

Kolovson (1993) continues the work by outlining two modified spatial indexing techniques that can be applied to spatiotemporal data. Multi-dimensional segment indexes handle historical data represented by time intervals, with time treated as a separate dimension.

(2) Temporal/Spatiotemporal query languages

- Spatial database query

GEOQL (Ooi 1988), SAND (Aref and Samet 1991), Spatial SQL (Egenhofer 1994), GEO-Kernel (Wolf 1989), and PSQL (Roussopolous et al. 1988) are attribute-based Structured Query Languages (SQLs) of a relational data model. A spatial attribute is added to the list of non-spatial attributes, every tuple has a single value corresponding to the spatial attribute. The value of the spatial attribute could be of a spatial data type such as point, line, and region.

Gadia (1993b) proposes SpaSQL. In this tuple-based approach the spatial attribute is hierarchically subdivided based on the values of non-spatial attributes. For example, a geographic region such as a state can be subdivided into constituent counties or into soil zones. This can be represented as two relations with multi-valued non-spatial attributes. Referencing the same geographic region using multiple spatial subdivision schemes is referred to as restructuring.

Egenhofer (1991, 1992) presents abilities of displaying query results in a graphic form, which are beyond graphical query capabilities provided by other spatial SQL. In Egenhofer (1992), a Graphical Presentation Language (GPL) specifies graphical properties such as color, pattern, and symbols for displaying spatial objects. In addition, users can use five graphic operations in specifying and modifying the display.

- Temporal database query

Sadeghi et al. (1988) suggest a temporal extension of the relational query language called DEAL. DEAL has nested queries, conditional statements, loops, and function definitions that allow recursive queries. This makes it more powerful than traditional query languages, such as SQL. Both metric (longer, shorter, equal) and relationship (before, after, meets, etc.) operators are defined to handle temporal elements. Its similarity to spatial relationship operators and its expressive power makes this language a possible candidate for extensions of handling spatiotemporal query.

---

1DEAL: a relational language with deductions, functions, and recursions
Snodgrass (2000) proposed to develop temporal extensions to SQL the temporal database community. In response to his proposal, a virtual committee was formed to design extensions to the 1992 editions of the SQL standard. The outcome is now known as TSQL2.

- Spatiotemporal database query

Qian and Peuquet (1998) propose a visual spatial query language for geographic information systems. This study intends to develop a language to construct sophisticated spatial and temporal data queries through a visual process of relevant function blocks or modules. Each module is essentially a grey box that encapsulates a fixed array of inputs/outputs and functions, while at the same time offers a set of “switches” and “knobs” through which users can fine-tune various data operations.

(3) User interface design/Visualization

Zhao and Brien (1999) describe the design of a prototype GIS-based tool for visualizing the interaction between land use and transportation. This tool provides many functions to facilitate the understanding of important land use and transportation issues and dissemination of information through the Internet. The main purposes of the project are to provide the planning professionals, the public officials, and the general public with a tool to access information regarding land uses and transportation improvements and to assist them in making land use-transportation decisions. This research identifies the relevant variables for visualization, the applicable technologies, and issues related to the development of visualization tools, including data availability, data collection, data conversion, integration of travel demand models and land use models.

Blaser and Egenhofer (2000) pursue an approach that is based on freehand sketching as part of a comprehensive prototype implementation of Spatial-Query-by-Sketch, which provides feature-based and relation-based spatial similarity retrieval. The method presented in the paper is unique because it allows users to freely specify each object’s properties, particularly shapes, object types, locations, orientations, and spatial relations among the objects. This system seeks to match the topological, metrical, and the directional configuration of a sketch with that of similar sets of objects in the database. This approach simplifies the query formulation by shifting the responsibility of formulating a correct query from the user to the system. Spatial-Query-by-Sketch has been implemented in C++ and C using Microsoft’s MFC classes for the user interface. It runs on Windows 95/98/NT and under Virtual PC - the Window’s simulation on Mac OS. This paper also reviews the approaches to the use of query-by-example metaphor, which allows users to specify a sample of what they are looking for. Some approaches focus on image properties such as color, shape, or hue. Other approaches consider the spatial location of homogenous image areas, while a third group approaches favors object-oriented query models that use templates of abstract geometric elements. A metaphor adopted in the method is based on the analysis of sketched objects and their spatial relations.
Kraak and Maeachren (1994) review different aspects of visualizing dynamic processes. They define a temporal map as “a representation or abstraction of changes in geographic reality: a tool (that is visual, digital or tactile) for presenting geographical information whose locational and/or attribute components change over time.” In addition, they detail six dynamic visual variables for use in dynamic maps to complement the existing static ones: (1) display date - the time at which some display change is initiated, (2) duration - the time between two separate states, (3) frequency - the number of identifiable states per unit time, (4) order - the sequence of frames, (5) rate of change - the number of identifiable states per unit time for each of a sequence of frames, and (6) synchronization - the temporal correspondence of two or more time series. They also present several earlier classification attempts for temporal maps.

Koussoulakou and Kraak (1992) distinguish between three distinct methods of displaying processes: (1) static maps, with the temporal component transcribed graphically by means of variables, (2) series of static maps of progressive time slices, and (3) animated maps where change is observed through real movement on the map itself. Evaluations of the different methods indicate that there is a significant statistical difference in response time among the methods, with the animated maps being the preferred method. This leads to a conclusion that the utility of animated maps in spatiotemporal visualization is a viable option, while observing that it may not be the best choice.

Holmberg (1994) concentrates on giving users the ability of communicating with the display in a language form. The paper extends the Classical Map Language (CML) with dynamic variables to handle dynamic features on a map. The standard visual variables in CML (e.g. size, value, color, textures, grain, shape and orientation), which may be associated with complex map symbols made up from the basic point, line and area symbols, are complemented with dynamic properties of movement oscillation, pulsation and rotation to form the Dynamic Map Language (DML).

Trepied (1995) discusses language feasibility. This paper states that, to GIS end users, non-textual languages may prove to be the most useful for querying purposes. The alternatives, such as SQL, are considered either too difficult or poorly adapted to the user. The paper outlines the features and limitations of different non-textual languages. To provide a solution to the limitations, he proposes the use of dynamic icons that can represent temporal point, line and region type objects and can change shape, size, and color. They also can move, disappear, or be combined with other icons to fully depict the temporal processes in the environment. Each icon consists of a sign, some text describing the spatial-temporal object it represents and its temporal locations, a frame with boundary lines and interior, a color to make object type identification easier, and a screen location that assists in the determination of topological relationships between objects. This approach can lead to intuitive database schema/query expression/result visualization, uniform handling of spatial and temporal objects, and visualization of the dynamics aspects of geographical processes.

Slocum et al. (1993) discuss the development of a prototype visualization system. They review three approaches that are currently in use: (1) use separate software packages for
individual tasks; (2) use a development kit to develop a library of tools; and (3) use a single specific exploration package. Unfortunately, none of these approaches provides satisfactory solutions. The paper proposes to add new features to support different data and map types, design animation and display multiple frames of animation on the screen. Comparisons of data sets can be done with graphical, statistical, and tabular displays of the data sets. In order to achieve the best results, the system, the GUI, and the set of tools are tested according to a participatory design, which means that potential users provide feedback throughout the development process.

2.2.3 Implementation Issues

2.2.3.1 Prototype-Based Implementation

- TRIAD

Peuquet and Qian (1995) and Peuquet and Duan (1995) use an object-oriented approach to build TRIAD model. The conceptual representation under this approach consists of attributes, objects, and relationships. Entities have attributes, or properties, associated with them. An object is any type of data element that serves as the basis of the representation. Furthermore, an object is defined on the basis of the data it encapsulates. In other words, it includes attributes and the specification of operations that can be performed it. These operations may include inheritance that allows the definition of a new object class to inherit from existing objects. In the TRIAD model, there are three independent, but interrelated, representations – feature, location, and time. A feature is a thing that exists and can be seen or is purely conceptual. A feature serves as the basic “object” of the feature-based organization. Locations possess attributes that can vary with time. Events are used to track the changes over time. There are two types of events: (1) a change occurs at a time instant that is related to a specific feature or set of features, and (2) a change occurs at a time instant that is related to a specific location or set of locations. The data model of organizing changes around events is called Event-based Spatiotemporal Data Model (ESTDM). The ESTDM in its simple form stores event lists and their associated changes for a thematic domain. The ESSTM data structure consists of a header, a base amp that defines the initial world state for the entire geographical area at t = 0, and an event list of individual event entries. The prototype ESTDM is implemented in C programming language. An ESSTM-formatted file that represents the spatiotemporal dynamics of a single thematic domain for a specific geographic area is equivalent to a single thematic layer.

- SIIASA

Yates and Crissman (1993) report the Spatial Information Infrastructure for Asian Studies in Australia (SIIASA), which is a project funded by the Australia Research Council for 1992 through 1994. The China GIS project started in 1992 and was the early major beneficiary of the SIIASA grant. This project’s spatial database was designed from the outset to incorporate a temporal dimension. Therefore, a challenge
of the project was to devise a means to maintain relationships among changing elements over time and to store the temporal variations in the spatial data economically in a non-redundant database. As the SIIASA project is required to support multiple GIS software platforms, it was also necessary to develop a general solution that could be implemented in a variety of different commercial software such as MGE, ArcInfo, and MapInfo. The solution developed for the China GIS project involves two basic approaches. First, for time-based spatial data, a space-time composite data model is adopted. Second, for time-based attribute data, a versioning method is employed. Changes in the attributes pertaining to a spatial feature will cause a new row to be created in the attribute table. Both the old version and new versions of the attributes are stored with approximate timestamps.

- **ATLSS**

Duke-Sylvester and Gross (1999) present an agent-based or individual-based model (Across Tropic Level System Simulation or ATLSS) that allows for variations in the state and behavior of the basic objects interacting within the model. Modeling each individual as a separate entity allows for spatially explicit components to be included so that the individuals can interact with a heterogeneous landscape and each other. Integrating spatial data into an agent-based system requires a significant level of GIS functionality be incorporated into the modeling system. This approach may seem redundant and costly, but current GIS systems do not offer a framework for building dynamic agent-based models. One of the goals of ATLSS project is to investigate the relative hydrologic scenarios over a thirty-year planning horizon. The ATLSS includes component models, each of which represents different biotic components of the Everglades system in Florida. These component models are linked together to form a multi-model. Each model within the ATLSS needs to be integrated at different levels. The level of aggregation is a function of many considerations, including computational efficiency, availability of empirical data to support a model, and the level of spatial and temporal resolution needed from the model. Each agent has its own separate set of state variable and behaviors. A collection of C++ classes is designed to handle different facets of spatial data. Objects from other classes provide an interface to several input and output devices.

The ATLSS also provides GIS-type functions that can be applied by the agents on the spatial data. Each spatial data set is associated with metadata that describes the spatial features. A set of classes has also been developed to coordinate each metadata set with the appropriate spatial data set. All data used in the ATLASS are raster data. Providing spatial data to the model means that a set of classes store the data and provide a single, common, and flexible interface. In the ATLASS project, these classes are referred to as the Landscape Classes. Input and output tasks are carried out with the IODevice class objects. These objects encapsulate the details of translating spatial data between the outside world and the Landscape class objects. The temporal aspect of spatial data sets is important but not dealt well in the project. All of the ATLASS models are spatially explicit. The individuals or functional groups are distributed over the landscape. The model does not incorporate spatial
distribution in the same manner. However, the ALTASS uses the same data structure for both the spatial data set and the internal structure of a model. This design takes advantage of the C++ templates, which allow construction of generic classes that the basic structure of the class is described, but details concerning the type of data they manage is defined at the compile time.

One of the most significant uses of the Landscape classes is as a means of communicating between the component models. This allows several different models, representing different aspects of the system, to be joined together. All forms of communication with spatial data between models are carried out using the Landscape classes. Using the same set of tools for communicating information between models simplifies and unifies the models. The same set of cell referencing and geo-referencing tools can be applied to all parts of the modeling system. The same basic tools for manipulating the size and shape of spatially data also can be applied universally.


Wang (1998) presents the design and implementation of a temporal GIS prototype that supports transportation applications. The prototype is built with the ArcInfo ODE (Open Development Environment) as the back-end GIS server and Visual C++ as the front-end user interface. The ArcInfo handles all spatial manipulations. These are accomplished by a number of stored procedures written in Arc Macro Language (AML). ArcInfo ODE behaves as a bridge between the user interface and the temporal GIS database. Each control in the user interface retrieves data from the database or loads data into the database through ODE. The prototype has three functions: data loading, data update, and temporal spatial queries. A concept about schema conversion is introduced by revealing that how a conceptual semantic schema can be converted into a relational database. However, the thesis does not further explore how the concept is implemented.

- Raza (1998)

Raza and Kainz (1998) discuss a temporal GIS (TGIS) that is implemented on top of the relational data model. Tuple-level versioning method is used to provide lower storage costs. The system is developed in ArcInfo and ArcView. It identifies three fundamental components of real world objects: location (spatial), attribute (aspatial), and time (temporal). The paper calls it spatio-temporal-attribute object (STAO). The spatial component can further be divided into two parts, which include geometry and topology. No further subdivision is considered for the temporal component. These STAO can be decomposed into spatiotemporal object (STO) and attribute-temporal object (ATO). In a land use change application, land use (attribute) is a vital concept; therefore, it is an essential property and other properties are considered to be non-essential. Based on OO concepts, a change in an essential property (land use) means birth of a new STAO or death of an existing STAO. On the other hand, a change in non-essential property triggers a new version of the same STAO.
A change model depicted in the paper consists of three layers: object, properties, and change. Each layer is classified into two components. Object layer has object and version, properties layer has essential and non-essential properties, and change layer consists of essential and non-essential changes. Incorporating the changes in STO is more complex than incorporating the changes in ATO. Graphic display of a STO is one of the fundamental requirements of any generic GIS. Incorporating the changes in STO and then display them is a complex process.

This study chooses a spatiotemporal composite model. Each change causes the changed portion of the coverage to break from its parent object and to become a discrete object with its own history. Two time dimensions (i.e., world time and database time) are attached to objects (STAO), atoms (STO and ATO), event, and evidence data types. In a relational database environment, three design alternatives (table-level versioning, attribute-level versioning, and tuple-level versioning) have been proposed for the temporal implementation in GIS. Object-oriented concepts have been incorporated into a relational data model. It is possible to create, edit, and delete STAOs in a relational data model. Tuple-level versioning has been adopted to implement a spatiotemporal model in ArcInfo. The event and evidence data types help us better understand the land use changes.

- Batty and Xie (1994a, 1994b)

Batty and Xie (1994a, 1994b) published two related papers. The first paper discusses strategies of linking models to GIS and the continuum between loose-coupling and strong-coupling. The authors present a strongly-coupled GIS-model system with models essentially embedded within the GIS. However, many modeling modules exist outside the GIS, thus it is arguably a loose-coupling GIS. Models and data are linked to GIS with the entire interface being driven through the GIS, the external modules being quite invisible to the user. These new functions are based on a large number of distinct external computer programs (more than 60 C codes and 150 macros), and these modules depend on the GIS to function. In this sense the model-based GIS can be argued as strongly-loosed coupling. The models in the papers are based on the monocentric theory of population density in contemporary urban economics and were applied to seven counties in western part of New York State. The interface between the models and their data is through the ArcPlot module in ArcInfo, which is organized as a menu-driven user interface to mimic the modeling process: data selection, data analysis, model selection, calibration, and prediction.

The second paper covers issues about the framework of embedding urban models within a GIS. Most proprietary GISs are built around representations, not simulations. GIS is therefore a storage and display medium for spatial data. If processes are to be modeled in whatever geographical domain, such modeling must be achieved outside of GIS. The coupling between GIS and the models discussed in these two papers establishes two distinct foci -- an emphasis on graphics for selection and evaluation, and an insight into data and modeling.
LUCAS

Berry and Flamm (1994) present a Unix-based Land-Use Change Analysis System (LUCAS). The map layers used in LUCAS are derived from remotely sensed images, census, ownership maps, and output from econometric models. The structure adopted by LUCAS consists of three subject modules linked by a common database. These modules are socioeconomic model module (transportation networks, land cover, population density, etc.), landscape-change model module, and impacts model module. LUCAS is a computer-based application specially designed to integrate current and forthcoming information for (1) providing a multidisciplinary modeling environment to address research questions of land use and its impacts, (2) applying adaptive management research in order to address management questions concerning landscape impact assessment, and (3) designing a tool for workstations supporting the Unix, X-windows, and Motif user libraries. Geographic Resources Analysis Support System (GRASS) was the chosen GIS because it is a public-domain package available for many workstation environments. GRASS also is easy to be integrated into the LUCAS because it offers a series of map manipulation libraries with the source code and well-defined programming interface.

Beller et al. (1991)

Beller et al. (1991) describe a prototype system which is an object-oriented tool set interfacing with a conventional GIS (Genemap) that stores raw satellite-derived vegetation index data with temperature and precipitation information for a selected study area. Additional capabilities provided by the system include: (1) temporal database management built on the Temporal Map Sets (TMS) concept; (2) temporal interpolation methods to provide continuity with a TMS even though only a limited number of slices may be available (i.e., the ability to transform existing TMSs into new ones); (3) use of animation to visualize temporal data with the “event” concept to enable investigation of causal relationships between objects; and (4) provision of export/import routines to interface with external statistical and modeling packages.

GAEA

Hachem et al. (1992) present GAEA, an object-oriented scientific database management system for global change research. The system includes sophisticated analytical tools integrated within the database manager, and an operator set that is interactively extensible by the users. Specifically, GAEA includes spatial and temporal analysis capabilities, visual queries, distributivity due to database size, and location data. Data objects possess three dimensions: spatial, temporal and type. Type defines the operators available for the particular object. The components of the database are GUI, Spatio-Temporal Object Database (STODB), Query/Analysis Processor, the set of Current Objects of Interest, the Entry Processor (converting input data into the native format of the system), Entry Operators (describing the transformations taken during the conversion process), the Operator Object Base
(OOB, containing available operators for scientific analysis), and the Operator Editor (creating new or updating existing operators in the OOB).

- **QUEST**

Muntz *et al.* (1995) report on the QUEST (QUEries over Space and Time) project. QUEST is a prototype system built to serve as a testbed for “validating various techniques and demonstrating the feasibility and benefits of building information systems for atmospheric and earth science databases.” System components include a GUI, a database manager, a visualization manager implemented in IDL for plotting, animating and analyzing data, and a query manager. LDL++ is a deductive database system chosen to manage complex spatiotemporal queries because of its extensibility, rapid prototyping and advanced query processing abilities. It provides additional reasoning power to that found in POSTGRES, which is used as a “preprocessor” to LDL++ queries. LDL++ is also preferred over traditional temporal query language since the latter normally require data to be stored in their own native format as opposed to the flat relational table used in POSTGRES. LDL++ offers a new dimension for queries using a rule-based approach. The Event Pattern Language (EPL), which utilizes event tables derived from the original cyclone relation, allows nested and recursive queries to further enhance analytical power.

- **TOM**

Steiner (1998) describes Temporal Object-oriented data Model (TOM). TOM is developed from TimeCenter technology and is generalized from non-temporal generic OM model. OM is a semantically rich object data model and used to investigate temporal object-oriented databases. TOM is generic and supports a full temporal algebra, a temporal query language, and temporal constraints. Additionally, metadata also can have temporal properties.

2.2.3.2 *Simulation-Based Implementation*

Theodoridis *et al.* (1999) implement an efficient benchmark environment for spatiotemporal access method, including modules for: (1) generating synthetic datasets, (2) storing datasets, (3) collecting and running access structures, and (4) visualizing experimental results. Data repository modules generate a collection of synthetic data that would simulate a variety of real life scenario. This paper discusses the parameters to be considered by a generator for data type describing temporal evolution of spatial objects. The authors propose an algorithm, called “Generate_Spatio_Temporal_Data” (GSTD), which generates sets of moving point or rectangular data that follow an extended set of distributions.

2.2.4 *Summary*

The literature clearly indicates the challenging nature of developing a complete spatiotemporal GIS. Although various approaches have been examined in the literature for a wide range of research issues, there is no single operational spatiotemporal GIS implementation that addresses
all of these challenging issues. In order to examine the land use-transportation interactions under a spatiotemporal context for this research, a feasible and practical approach is necessary to allow the storage of the temporal component in an operational GIS environment such that spatiotemporal patterns may be managed, queried, analyzed, and visualized.

There are four major approaches to incorporating time into a GIS environment. The first approach is to use a snapshot data model that is based on conventional GIS software. It allows us to use the Date data type in a standard relational database as timestamps to keep track of the time instant or a time period of which a phenomenon existed. The second approach is the space-time composite data model. It creates a composite GIS layer that combines all changes ever existed and records the time elements associated with these changes. If all spatial features in the composite GIS layer existed for a single period of time, we can simply use the Date data type to record the begin time and end time. In reality, many of these spatial features could experience several changes during various time periods. This variable-length time list violates the normalization properties of a conventional relational data model. A third approach is the event-based data model. It organizes the data based on a time line and keeps track of the event lists that are associated with the changes to spatial features as well as to attributes. These event lists can be stored in a relational database as an Abstract Data Type, which is an extension of the conventional relational model that allows the handling of variable-length attributes. The fourth approach is the three-domain data model that incorporates the concept of semantic objects defined for a specific application domain. A semantic object can be linked to spatial features and their time components.

At the implementation level, the choices include a relation data model, an object-relational data model, and an object-oriented data model. The literature indicates the advantages and disadvantages of each data model for tackling various issues related to the implementation of a spatiotemporal GIS. Traditionally, most GIS software products are built around a relational database management system. This approach takes the advantages of the well-developed relational data model theories such as normalization and structured query language (SQL). On the other hand, it also suffers from the limitations imposed by the relational data model, especially for handling of spatial and temporal data. It is evident from the literature that object-oriented approach has been gaining a strong interest in the research community for representing spatiotemporal data. However, there exist some challenges that must be resolved before a fully functional object-oriented GIS will become available to the user community. A compromise position appears to be the object-relational approach that has been actively pursued and developed by both database management systems and GIS software vendors. This approach extends the conventional relational approach to incorporate the concepts and functions of object-oriented data modeling.
3. TEMPORAL GIS DATA MODEL DESIGN

The main purpose of this task was to design a temporal geographic information system (GIS) database in order to facilitate analysis of transportation and land use interactions based on historical data. The design considerations focused on the data management, analysis, and display functions of a temporal GIS. We first identified a framework of six scenarios that transportation planners are likely to examine the spatiotemporal relationships between transportation and land use changes. This scenario framework extended the measurement framework proposed by Sinton (1978) and added the capability of examining interactions between two phenomena (i.e., transportation and land use). Based on this scenario framework, we then designed a temporal GIS that integrated the time component into the geodatabase data model of ArcGIS 8 (ESRI, Redlands, CA). The temporal GIS design delivers the following key components:

1) A data model that addresses the issues of spatiotemporal data representations and spatiotemporal relationships for land use-transportation interactions;
2) A set of query and analysis tools that handle time-based, location-based, and attribute-based operations as well as the interactions among the three components for the analysis of land use changes and transportation developments; and
3) A user interface that is designed to facilitate the query and analysis functions mentioned above and to visualize the spatiotemporal change patterns.

The temporal GIS design process involved four recent developments in the GIS community. First, there have been various efforts of developing GIS for Transportation (GIS-T) data models. This project incorporated some object-oriented design concepts from these GIS-T data models to develop a temporal GIS for examining transportation and land use interactions. Second, we used the Unified Modeling Language (UML) to assist in the object-oriented analysis and design process. Third, the geodatabase data model of ArcGIS 8 was chosen as the specific implementation platform for the development of temporal GIS capabilities in the design process. The ArcGIS 8 geodatabase data model is an object-oriented data model implemented with a relational database management system. This object-relational approach is different from the previous georelational data model and brings a physical data model closer to its logical data model (Zeiler 1999). Finally, we used the ArcObjects development environment and a Microsoft Component Object Model (COM) compliant programming language to extend the geodatabase data model in order to develop custom tools in support of the temporal data management and analysis requirements of this project.

This chapter is organized into three sections. Section 3.1 discusses the six scenarios of analyzing transportation and land use interactions over time. Section 3.2 describes the GIS database design approach taken in this project. Section 3.3 presents the specifications of a temporal GIS data model design.

3.1 Six Scenarios of Analyzing Spatiotemporal Interactions between Transportation and Land Use

Sinton’s measurement framework (see Table 2.9) is based on the concept that location, time and attribute are inseparable parts of measuring a real world entity (Sinton 1978). However, Sinton’s measurement framework was designed to measure a single phenomenon, while our focus is to
analyze the interactions between two phenomena (e.g., transportation and land use), with each phenomenon having its own location, time and attribute components. The three components therefore must be treated as integrated parts of each phenomenon. In this study, time is used as the organizing unit for examining the interactions between transportation and land use changes. The revised spatiotemporal interactions framework shown in Table 3.1 keeps track of the space (location), time, and attribute components of both transportation and land use phenomena, while adding time into a GIS environment to organize the spatial and attribute changes of each phenomenon over time. Current GIS are well developed in their abilities of performing integrated analysis of location and attribute. This study extends these GIS functions by adding the time dimension into the GIS database design using the ESRI’s ArcGIS 8 software.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Fixed Component</th>
<th>Controlled Component</th>
<th>Measured Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 1</td>
<td>Transportation (space-attribute-time)</td>
<td>Land use (space-attribute-time)</td>
<td>Time</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>Transportation (space-attribute-time)</td>
<td>Time</td>
<td>Land use (space-attribute-time)</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>Time</td>
<td>Transportation (space-attribute-time)</td>
<td>Land use (space-attribute-time)</td>
</tr>
<tr>
<td>Scenario 4</td>
<td>Time</td>
<td>Land use (space-attribute-time)</td>
<td>Transportation (space-attribute-time)</td>
</tr>
<tr>
<td>Scenario 5</td>
<td>Land use (space-attribute-time)</td>
<td>Transportation (space-attribute-time)</td>
<td>Time</td>
</tr>
<tr>
<td>Scenario 6</td>
<td>Land use (space-attribute-time)</td>
<td>Time</td>
<td>Transportation (space-attribute-time)</td>
</tr>
</tbody>
</table>

Each scenario in the above spatiotemporal interactions framework corresponds to one of the six ways that transportation planners are likely to ask questions about transportation and land use interactions. These six scenarios are described below.

- **Scenario 1** facilitates transportation planners to identify the time frames (i.e., measured component) when a transportation project (i.e., fixed component) might have had an effect on different land use types and their locations (i.e., controlled component). Sample queries under this scenario include:
  - When did different land developments in the region respond to the improvement of accessibility due to the I-595 construction project?
  - What was the temporal evolution of residential land-use changes in response to the I-595 construction?

To support this scenario, the GIS graphic user interface (GUI) needs to assist the users with the following steps:

- **Step 1**: The user selects a transportation project. The system displays the location, temporal, and attribute information of the transportation project.
- **Step 2**: The user specifies a spatial extent (i.e., a search distance) and a land use change type (e.g., changes to residential land use type) around the selected transportation project. The default spatial extent is the entire study area.
Step 3: The system reports the years when the user-specified land use change took place within the search extent for all of the years with valid land use data. The system can also retrieve user-specified land use characteristics within the specified spatial extent and compute the rates of changes (if applicable) for the entire time period with valid land use data. The locational and temporal land use changes can be presented as: 1) maps showing when and where land-use changes appeared in the region, 2) charts and tables of the computed statistics, and 3) files of the statistics for further analyses.

Step 4: Steps 2 and 3 can be repeated for different user-specified spatial extents and land use characteristics.

- Scenario 2 facilitates transportation planners to identify the land use changes (i.e., measured component) near a transportation improvement project (i.e., fixed component) during different time periods (i.e., controlled component). Sample queries under this scenario include:
  - Where were the new residential land use zones that were created during the five years after the construction of I-595?
  - Where were the areas that experienced greater than 20% land value increases since 1995 due to the construction of the I-595?

To support this scenario, the GIS graphic user interface (GUI) needs to assist the users with the following steps:
  Step 1: The user selects a transportation project. The system displays the location, temporal and attribute information of the transportation project.
  Step 2: The user specifies a time period for analysis.
  Step 3: The system computes the distances between the selected transportation project and each land use data reporting zones. It then reports the land use data according to the time period specified in Step 2. Users can use the data to examine the spatial and temporal changes of land use patterns.
  Step 4: Steps 2 and 3 can be repeated for different user-specified time periods.

- Scenario 3 facilitates transportation planners to identify the land use changes (i.e., measured component) near different transportation improvement projects (i.e., controlled component) at a selected time (i.e., fixed component). Sample queries under this scenario include:
  - What was the land-use pattern around major transportation projects in 1996?
  - Where were the vacant land parcels within a one-mile zone of an ongoing transportation project in 1996?

To support this scenario, the GIS graphic user interface (GUI) assists the users with the following steps:
  Step 1: The user selects a time point (e.g., 1996).
  Step 2: The system automatically identifies transportation projects that are related to the time point specified in Step 1. The user selects transportation projects for analysis.
  Step 3: For each user-selected transportation project, the system computes the distances
between the selected transportation project and each land use data reporting zones and reports the land use data according to distance ranges for the user-specified time point.

Step 4: Steps 2 and 3 can be repeated for different user-specified transportation projects.

- **Scenario 4** facilitates transportation planners to identify the transportation patterns (i.e., measured component) associated with different land use activities (i.e., controlled component) at a selected time point (i.e., fixed component). Sample queries under this scenario include:
  - What were the traffic volumes on major roads in traffic analysis zones with population density higher than 3,000 persons per square mile in 1996?
  - Which road segments in Broward County adjacent to commercial land use in 1998 experienced a level of service of D?

To support this scenario, the GIS graphic user interface (GUI) assists the users with the following steps:

  Step 1: The user selects a time point.
  Step 2: The system automatically identifies the land use data related to the selected time point specified in Step 1. The user selects land-use types for analysis.
  Step 3: For each user-selected land use type, the system computes the distances between the selected land use zones and each transportation project. It then reports the transportation data according to distance ranges at the user-specified time point for further analysis.
  Step 4: Steps 2 and 3 can be repeated for different user-specified land use types.

- **Scenario 5** facilitates transportation planners to identify the time frames (i.e., measured component) when a land use pattern (i.e., fixed component) impacted different transportation components (i.e., controlled component). Sample queries under this scenario include:
  - When did major transportation projects take place in traffic analysis zones with an employment density higher than 8000 per square mile?
  - What was the temporal evolution of traffic volumes on major roads in response to a major land development project?

The GIS graphic user interface (GUI) supports this scenario with the following steps:

  Step 1: The user selects a land use characteristic (e.g., TAZs with an employment density of more than 8000 per square mile). The system displays the location of the selected land use characteristic.
  Step 2: The user specifies a spatial extent (i.e., a search distance) and a transportation characteristic (e.g., transportation project) around the selected land use location(s). If the user does not specify a spatial extent, the default will be the entire study area.
  Step 3: The system then reports the years when the user-specified transportation characteristic took place within the search extent for all of the years with valid transportation data. The system also can retrieve the specified transportation characteristics within the specified spatial extent and compute the rates of changes (if applicable) for the entire time period with valid transportation data. The
locational and temporal transportation system changes can be presented as: 1) maps showing when and where land-use changes appeared in the region(s), 2) tables of the computed statistics, and 3) files of the statistics for further analyses.

Step 4: Steps 2 and 3 can be repeated for different user-specified spatial extents and transportation characteristics.

- **Scenario 6** facilitates transportation planners to identify the transportation system changes (i.e., measured component) associated with a land use pattern (i.e., fixed component) during different time periods (i.e., controlled component). Sample queries under this scenario include:
  - Where were the new transportation improvement projects during the five years after the construction of a major shopping mall?
  - Which road segments experienced greater than 20% traffic volume increases in a 3-year period since a traffic analysis zones reached a population density of 2000 per square mile?

The GIS graphic user interface (GUI) supports this scenario with the following steps:

  Step 1: The user selects a land use characteristic. The system displays the location of the selected land use characteristic.
  Step 2: The user specifies a time period for analysis.
  Step 3: The system computes the distances between the selected land use location(s) and each transportation feature. The system then reports the transportation data according to distance ranges for the time period specified in Step 2. Users can use the data to examine the spatial and temporal changes of transportation patterns.
  Step 4: Steps 2 and 3 can be repeated for different user-specified time periods.

### 3.2 GIS Database Design Approach

The above scenario framework serves as the foundation for the GIS database design. In order to implement a temporal GIS that can support the above six scenarios, we took a GIS database design approach that incorporated: (1) object-oriented GIS-T data models, (2) Unified Modeling Language (UML) for object-oriented analysis and design, (3) a selected commercial object-oriented GIS data model (i.e., the geodatabase data model of ArcGIS 8), and (4) custom programming with ArcObjects. This section provides background information of these four GIS database design approaches.

#### 3.2.1 Object-Oriented GIS-T Data Models

GIS have been widely used in the transportation community. With the development of an object-oriented GIS data model, it is now feasible to define objects and their relationships that are specific and intuitive to a particular application domain. For example, it is more intuitive and useful for transportation planners to deal with objects such as roads, bridges, transit stations and traffic accidents instead of the geometric features such as points, lines and polygons in a GIS. There have been several efforts of developing GIS-T data models. Examples include the National Cooperative Highway Research Program (NCHRP) 20-27(2) project’s Linear Referencing Systems (LRS) data model (Vonderohe et al. 1997), the GIS-T Enterprise Data
Model (Dueker and Butler 1998, Butler and Dueker 2001), and the Draft Framework Transportation Identification Standard prepared for National Spatial Data Infrastructure (NSDI) by the Federal Geographic Data Committee (FGDC, 2001). More recently, the NCHRP 20-27(3) project further extended the LRS data model to a multimodal, multidimensional data model for transportation location referencing systems that incorporated the time dimension (Adams et al. 2001, Koncz and Adams 2001). In addition, ESRI and a consortium led by the University of California, Santa Barbara jointly developed a Unified Network for Transportation (UNETRANS) data model. The UNETRANS data model is an object-oriented data model that can be used with the ArcGIS 8 by any transportation application development project. Basic transportation object classes and their relationships are defined in the UNETRANS data model. Users can modify the data model to include additional classes, properties and relationships to support their specific applications. This data model is specified in an industry-standard modeling language known as Unified Modeling Language (UML). All of these GIS-T data models offered valuable guidelines to the design of GIS-T databases. The temporal GIS data model developed in this project incorporated various design ideas from these GIS-T data models.

3.2.2 Unified Modeling Language (UML)

Object-oriented analysis and design (OOA&D) allows software developers to decompose a complex real world system into a set of diagrams to represent its processes, classes and relationships. These diagrams serve as useful information in a database design process. A number of OOA&D methods have been proposed in the literature (e.g., Chen 1991, Jacobson 1992, Booch 1993). These OOA&D methods are collectively known as the computer-assisted software engineering (CASE) tools. One problem with the various OOA&D methods was the different notations used in the diagrams to represent a real world system. In 1997, the Unified Modeling Language (UML) was adopted by the Object Management Group and became an industry standard.

UML is a graphic modeling language rather than a programming language. It consists of object-oriented analysis and design notations that can be used for everything from high-level analysis concepts down to very detailed design elements (Richter 1999). A set of diagrams defined with UML notations can describe real world activities and represent their concepts and relationships. Among the various UML diagrams, class diagrams are the most critical to this project. UML class diagrams translate real world objects into software entities with attributes, associations, methods, interfaces and dependencies. ArcGIS 8 includes a schema generation utility that can convert UML class diagrams into geodatabase schema. In addition, users can define custom objects with UML and use the ArcGIS 8 code generation utility to add custom object behaviors. In this project, we used the Microsoft Visio 2000 as the CASE tool to define and create UML diagrams (Visio, 2000).

Two examples, which are based on the UNETRANS data model, are provided below to illustrate some basic UML notations. Figure 3.1 shows a class hierarchy of different types of intersections and stations. It starts with the top box (ESRI Classes: SimpleJunctionFeature), which is an ArcGIS 8 predefined feature class of simple junction points in a geometric network. From this ESRI class, we can define a subclass of TransportJunction that inherits the properties and behaviors of its parent class (i.e., ESRI SimpleJunctionFeature class) along with additional
attributes specific to the TransportJunction class (i.e., TransportJunctionID, Capacity, Impedance, Description, etc.). Intersection and Station in turn are two subclasses that inherit from the TransportJunction class. Again, additional attributes can be defined for each of these subclasses. This inheritance hierarchy allows us to define our project-specific classes based on a parent ESRI class. Furthermore, we can use a UML association notation to define subtypes of the Intersection class and the Station class. A subtype partitions the instances of a class (e.g., Station class) into a number of subtypes (e.g., BusStation, TrainStation, TransferPoint) that have the same properties and behaviors of its associated class.

Figure 3.2 shows a UML example of relationships between classes. In this example, a Road segment can be associated with 0 or more (0..*) traffic count stations while a TrafficCountStation can be associated with only one (1) road segment. The possible cardinality (also known as multiplicity) at each end of an association between two classes may be one and only one (1), zero or one (0..1), zero or more (0..*), one or more (1..*), or a specific number (n). ArcGIS 8 code generation utility recognizes these UML notations and uses the notations to automatically generate a geodatabase schema with one-to-many (1:M), many-to-one (M:1) or many-to-many (M:N) relationships defined in the UML diagrams.

Figure 3.1  UML Example of Classes
The classes can be accessed through interfaces with custom programs, which will be discussed in the next section. A single class may expose one or multiple interfaces. An interface is a collection of related properties and methods and is separated from the implementation of the classes. In a traditional object-oriented environment like Avenue, there is a one-to-one correspondence between the way we interact with the class and the implementation of the class. With ArcObjects as a COM development platform, these two parts are separated. Therefore, a class can provide multiple interfaces to manipulate the class (Figure 3.3). The UML refinement notation is used to express the relationships between a class and its interfaces.

3.2.3 ArcGIS Geodatabase Data Model

ArcGIS 8 introduces a new object-oriented data model – the geodatabase data model. In a geodatabase, it is feasible to define objects as they exist in the real world and the relationships between the object classes. For example, instead of using generic geometric features (i.e., points, lines and polygons) to represent different kinds of real world entities, we now can define a traffic count station feature class or a traffic analysis zone feature class in a geodatabase. We also can define transportation projects as a separate object class (i.e., a semantic object) and then create a relationship class to link each transportation project to its related street segments. Furthermore, users can define attribute domains and validation rules in a geodatabase.

The geodatabase data model observes the object-oriented concepts of inheritance, encapsulation and polymorphism. However, its implementation is on a relational database management system (RDBMS). The default RDBMS for storing the geodatabase data model is the Microsoft Access,
which is known as a personal geodatabase in ArcGIS 8. With the use of ArcSDE, the geodatabase data model can store data in other commercial RDBMS such as Oracle, SQL Server, Informix, DB2, and Sybase. The object-oriented geodatabase data model provides many new functions that were not available in the georelational data model used in earlier ArcInfo releases. Most importantly, the geodatabase data model of ArcGIS 8 offers an environment for application developers to extend the basic data model for different application domains such as the development of a Transportation GIS data model. Additional information about the geodatabase data model can be found in two introductory books: Modeling Our World: The ESRI Guide to Geodatabase Design (Zeiler 1999) and Building A Geodatabase (MacDonald 1999).

3.2.4 Custom Programming with ArcObjects

ArcObjects is the development platform of the ArcGIS 8 products. Since ArcObjects is built on the Microsoft Component Object Model (COM) technology, it is possible to extend ArcObjects using any COM-compliant development languages (Zeiler 2001). COM is a client/server architecture of which the server (or object) provides some functionality that a client can use. COM defines a protocol that connects one software component with another in a client/server environment. COM also defines an interface-based programming model that encapsulates the data and methods with each instantiated object behind a well-defined interface. ArcGIS installation includes a set of ArcObjects object model diagrams that use the UML notations to define the ArcObjects classes (with their properties and methods), the interfaces available for each class, and the relationships among the classes. With this architecture, it is feasible for users to extend any part of the ArcObjects architecture as the ESRI developers do.

In order to develop a set of query and analysis functions in ArcGIS 8 to support the spatiotemporal study of transportation and land use interactions in this project, we used the geodatabase data model and the ArcObjects with a COM-compliant programming language to develop custom tools for this project. The interface-based programming model of ArcObjects means that all communications between objects are made via their interfaces (Zeiler 2001). An interface determines what requests can be made of an object that has an implementation of the interface. Two ArcObjects classes can have the same interface, but their implementations of the interface may be different. This is known as the polymorphism in an object-oriented approach. In this project, Visual Basic 6 (VB 6) was used as the main programming language to create function-specific dynamic linking libraries (DLLs) that supplement the existing functions in ArcGIS 8 to handle the temporal data.

3.3 Temporal GIS Data Model Design with UML

Conventional GIS are based on a static approach of data representation. Each GIS map layer is treated as a snapshot that captures the spatial pattern of a selected theme at a given time (e.g., land use of 1998). The time component usually is not recorded in a snapshot GIS database. This approach of storing geographic data in snapshot GIS layers without explicit treatment of time introduces many shortcomings when we need to examine changes of spatial and attribute data over time. For example, a GIS overlay function must be repeatedly performed on pairs of snapshot land use layers in order to find out the land use change pattern from 1980 to 2000 (see Figure 3.4). This is an inefficient and cumbersome way of analyzing land use change patterns.
It becomes even more challenging when we need to take into account the time lag effect of interactions between land use and transportation system changes. Certain land use changes (e.g., opening of a major shopping mall) may have an immediate major impact on traffic volumes in their surrounding areas, while other land use changes (e.g., a downtown redevelopment project) tend to induce changes in traffic patterns over a longer time period. Similarly, different transportation projects (e.g., construction of a beltway in a metropolitan area, expansion of an existing major highway, or building of a light rail system) are likely to have impacts on land use patterns over different time horizons. In these cases, transportation analysts must measure the changes of one phenomenon (e.g., land use) introduced by the changes of another phenomenon (e.g., transportation) over an extended period of time. Current GIS based on a snapshot approach do not provide adequate supports for such spatiotemporal query and analysis needs.

Change is a key concept of temporal GIS. Worboys (1998) suggests that a temporal information system must include a history of changes in the application world. The space-time composite data model is an attempt to improve the snapshot data model by combining the separate GIS layers representing different time points into a single GIS layer of all changes that have occurred over all time periods (Langran and Chrisman 1988, Langran 1992). In a space-time composite GIS layer, each record represents the smallest geographic unit that experienced changes in history and is assigned with time stamps to keep track of its changes over time. For example, Figure 3.5 shows a space-time composite layer that combines the traffic count stations of 1994, 1996 and 1999. The time stamps indicate that traffic count station #3 existed in all three years and traffic count station #7 existed in 1999 only. For line and polygon features, snapshot GIS layers of each theme for different years are again combined to derive the space-time composite layers (Figure 3.6). The resulting space-time composite databases are able to answer questions such as “Which locations experienced land use changes between t(i) and t(j)?” via a simple query of “Select all land use polygons where the land use type at t(i) is not equal to the land use type at t(j).”
Yuan (1996, 1999), on the other hand, proposes a conceptual structure of three-domain data model that consists of semantic domain, temporal domain, spatial domain, and domain links. The semantic domain defines real world entities with unique identifiers throughout the study duration. The temporal domain stores each time instance as a unique object, while the spatial domain is based on the space-time composite data model to derive a set of common spatial features with unique identifiers. Domain links are used to record the links among semantic, temporal, and spatial objects with their unique identifiers. This project adopts and extends several temporal GIS approaches reported in the literature to design and implement a temporal GIS for exploratory analysis of land use and transportation interactions.
Figure 3.7 presents a unified modeling language (UML) diagram of the overall design framework of this project. This temporal GIS design is named “Transland” because of its capability of supporting spatiotemporal analysis of transportation-landuse interactions as defined in the six scenarios above. The system design is presented as related components specified in UML notations using the Microsoft Visio 2000 software (Visio, 2000).

The "snapshot component" block in Figure 3.7 stores and manages the snapshot GIS data sets using the built-in functions available in ArcGIS 8. These snapshot data sets are organized into transportation-related data sets and land use-related data sets, respectively. Time associated with these snapshot data sets is often implied in the file name or provided through a metadata document. Explicit time stamps normally are not included in the data fields of these datasets. Therefore, the first step is to add time stamps into the snapshot data sets (as indicated by the t(i) and t(i+j) loops in Figure 3.7).
Figure 3.7 UML Diagram of the Transland Design Framework
The "space-time (ST) composite component" block in Figure 3.7 consists of a set of custom Visual Basic (VB) programs to generate space-time composite GIS databases from the snapshot GIS data sets. Each space-time composite GIS database combines all snapshot GIS layers of a particular theme (e.g., land use) into a single GIS database that consists of spatial and attribute changes over time. In addition, the custom VB programs also automatically create a Time object class to record all unique time instances associated with the snapshot GIS layers, as well as a Time2Space object class to associate the unique identifier of each geographic unit in a space-time composite database with all time instances that exist in the individual snapshot layers. The Time object class and the Time2Space object class make up the "time component" block identified in Figure 3.7.

The "semantic component" block in Figure 3.7 is designed to handle entities that are associated with different locations and attributes at different time instances. For example, a transportation improvement project (TIP) often consists of multiple phases. Each phase may be associated with works on different highway locations and may have different attribute values (e.g., budget amount spent at each phase). To facilitate spatiotemporal analysis of processes such as transportation improvement projects and land development projects, we also define Semantic object classes that allow linkages of a single semantic object instance to multiple locations and attributes over time.

The Transland system design is built upon the ArcGIS geodatabase data model and the ArcObjects development environment to create additional functions and tools for handling temporal data and spatiotemporal analysis of transportation-landuse interactions. In general, the Transland system consists of four groups of related objects: ESRI class package, ESRI interface package, Transland class package, and Transland custom tool package.

3.3.1 ESRI Class and Interface Packages

The ESRI classes and interfaces come with the ArcGIS installation as part of the ArcObjects development environment. The top-level object class in the ESRI Class Package is the Row Class (see the simplified UML diagram in Figure 3.8). Row is a basic concept in the relational data model. The ESRI class package builds around the row concept since its implementation is based on a relational database management system. However, it also extends the relational data model to manage object and feature classes. An Object Class is a table that consists of rows representing the entities (Zeiler 2001). A Feature Class is an Object Class whose objects are spatial features with geometry. The geometry is stored under a “shape” data field defined as the esriFieldTypeGeometry in a relational table. In ArcGIS, the geometry types include Point, Multipoint, Polyline and Polygon. The ability of storing geometry in a relational database is one characteristic of the ArcGIS geodatabase data model that moves it from a relational data model into an object-relational data model. The Object and Feature Classes are critical to the creation of custom features in this project. All custom classes in the FDOT Transland database design are created from these two ESRI classes.
Interfaces are the behavior of classes. As mentioned before, COM is an interface-based programming model that encapsulates the data and methods with each instantiated object behind a well-defined interface. In other words, COM-compliant custom programs access the properties and methods of various objects through the interfaces implemented with specific object classes. COM interfaces therefore are different from the common use of the word of interface in the context of user interfaces. The ESRI ArcObjects data model provides a rich set of interfaces for programmers to access and manipulate various ArcObjects classes in different modules. For this project, the most relevant modules are ArcCatalog, ArcMap, Geodatabase, and Geometry. By convention, interface names start with a letter of I. For example, IRow, IObject, and IFeature are interfaces for the Row class, the Object class, and the Feature Class, respectively. All COM interfaces derive from the IUnknown interface, and all COM objects must implement this interface (Zeiler 2001). Like the ESRI object classes, an ESRI interface can inherit from another ESRI interface. For example, Figure 3.9 shows that the IRowEdit interface inherits from the IUnknown interface. The IFeatureEdit interface in turn inherits from the IRowEdit interface. This figure also illustrates a standard UML notation that includes three sections in each box. The top section shows the name (e.g., IUnknown). The middle section indicates the properties (e.g., SubtypeCode is a property of the IRowSubtypes interface class), while the bottom section lists the methods available to an interface (e.g., get_Fields, get_Value and put_Value are the methods available through the IRowBuffer interface to read the data fields, to read the data values, and to write the data values, respectively.)
3.3.2 Transland Class Package

The Transland Class package is designed to support the spatiotemporal GIS needs arising from the six scenarios discussed in Section 3.1. This package includes four main sub-packages - FDOT dataset package, STComposite package, Time package, and Semantic package. Brief descriptions of these sub-packages are provided below.

3.3.2.1 FDOT dataset package

The FDOT dataset package is created to hold all source data sets collected for this project. It is further subdivided into the TransportData sub-package and the LanduseData sub-package. Figure 3.10 illustrates the TransportData package that covers point data sets (e.g., traffic count stations), line data sets (e.g., street networks), geometric network data sets (for complex network features and network analysis), and polygon data sets (e.g., TAZs). These data sets can be ESRI coverages or shape files converted into a geodatabase.
3.3.2.2 STComposite Package

The space-time composite data model (STComposite) is an approach of combining snapshot GIS data sets into a composite data layer that minimizes spatial data redundancy while keeping track of the temporal changes associated with individual spatial elements. We defined three STComposite classes (i.e., PointSTComposite, LineSTComposite and PolygonSTComposite) to handle points, lines and polygons, respectively (see Figure 3.11). Creation of these STComposite GIS layers is based on the existing spatial relationships (via the ESRI IRelationalOperator interface) and topological operators (via the ESRI ITopologicalOperator interface) available in ArcObjects (Zeiler 1999, 2000).
3.3.2.3 Time Package

Time is an inseparable component to any spatial and attribute data changes. One major challenge of temporal GIS database design is where and how we should store the temporal information in relation to the spatial and attribute data. The commercial GIS products available on the market have developed efficient ways of integrating spatial and attribute data for various spatial analysis needs. Our approach is to take full advantage of the existing GIS software capabilities while extending them into the temporal domain. In the Transland database design, time object classes are created to store temporal data explicitly. These time objects in turn are associated with their corresponding feature/attribute data derived from the STComposite layers. This design approach makes it feasible to access the temporal, spatial and attribute data individually as well as to easily access their associated data in other domains. For example, users could first use the existing GIS functions to select features of interest based on locations and/or attributes. Once these features are identified, their associated temporal data can be easily retrieved for spatiotemporal analysis. Users also could use the time objects defined in the Transland to quickly find the features of interest at a given time instant or during a specific time interval. Existing GIS functions then could be used to display these features or to perform additional analysis of these features. Associations between the time objects and their corresponding features are maintained through the unique IDs generated in the STComposite layers. The same time object can be associated with different types of features (e.g., traffic count stations, TAZs, street segments, property parcels). This allows users to access all relevant data from the time objects. As a result, it is possible to examine the interactions between different data sets through the time domain.

The literature review suggests that a temporal GIS database should include both valid time (i.e., when an event actually occurs in the real world) and transaction time (i.e., when a transaction takes place in the database). Both of them are included in the design of Time package. However, most data sets collected for the project do not include information on transaction time. The system implementation therefore focused on valid time only. Transaction time class could be implemented in the future when needs arise. Three different valid time object classes are defined in this project. The TimeInstant class is for single time points. The TimeInterval class is defined by a start time instant and an end time instant. The TimeEventList class can consist of multiple time instants and/or multiple time intervals.

3.3.2.4 Semantic Package

The Semantic package is designed to deal with application-specific entities that do not fit well with the conventional GIS layer concept. For example, a transportation improvement project or a land use development is best represented as an object by itself that is associated with different spatial and attribute data over time. Transportation planners often need to retrieve the temporal, spatial and attribute information related to a transportation improvement project or a land development project. The most intuitive way of performing such tasks is to access them through the project names or the project IDs. Semantic object classes defined in the Transland facilitate these tasks. There are two initial types of semantic classes included in the Transland, which are TransportSemantic and LanduseSemantic (see Figure 3.12). They inherit from the ESRI Object class. It is anticipated that transportation improvement projects could be represented as points,
lines or polygons. Therefore, the TIPSemantic class consists of three subclasses: TIPPoint, TIPLine and TIPPolygon. Additional semantic classes could be defined in the Transland to accommodate future user needs.

Figure 3.12 Semantic Package

3.3.3 Transland Custom Tool Package

Several custom tools are needed to manage and create the FDOT datasets, the STComposite layers, the semantic objects and the time objects as discussed above. First of all, source data sets collected for this project are available in different formats (e.g., ArcInfo coverage, ArcView shapefile, dBase files, and text files). It is also common to encounter a problem that the same feature type (e.g., TAZs) of different years consist of different data fields and/or different data field names. Custom tools therefore must be developed to consolidate these source data sets and convert them into a geodatabase stored in the Microsoft Access format. Secondly, source data sets can include point, line, or polygon features. In order to create STComposite layers from these different geometry types, we need custom tools to derive the spatial, attribute and temporal changes of point data, line data and polygon data. Furthermore, custom tools are required to organize and store the temporal data derived from the STComposite creation process into the Time object classes.

In addition to the custom tools required to create and manage temporal GIS databases, we also need to provide application tools to support spatiotemporal analysis based on the six scenarios presented in Section 3.1. ArcObjects with Visual Basic are chosen to serve as the main
development environment for these custom tools. In many cases, dynamic linking libraries (DLLs) are created for these custom tools. These DLLs are then integrated into the graphic user interfaces of ArcMap as an additional toolbox for users to access. Some of these custom tools also include dialog windows to offer user friendly interfaces.
4. TEMPORAL GIS DATABASES CONSTRUCTION AND SPATIOTEMPORAL ANALYSIS TOOLS DEVELOPMENT

Land use and transportation interaction is a dynamic process that involves changes over spatial and temporal dimensions between the two systems. Changes in land use systems can modify the travel demand patterns and induce changes in transportation systems. Transportation system evolution, on the other hand, creates new accessibility levels that encourage changes in land use patterns. Since the 1960s, many theories and models have been used to study land use and transportation interaction (e.g., Alonso, 1964; Anas, 1982; Anas and Duann, 1986; Boyce, 1980, 1990; Hansen, 1959; Kim, 1983; Prastacos, 1986; Kim et al., 1989; Hirschman and Henderson, 1990). Giuliano (1995, p. 3) argues that most models “are generally static, partial equilibrium models” even though they employ iterative methods and equilibrium concepts. Without incorporating time explicitly in a model, iterative methods only provide an equilibrium solution that is essentially for a given point in time and is not necessarily based on a valid theoretical foundation. Holding some variables fixed (e.g., treating land use activities as exogenously given variables in a travel demand model), such models are at best partial equilibrium approaches.

Most land use and transportation interaction studies take a confirmatory analysis approach that is based on a priori theories or models. These studies have helped us establish theoretical bases and solution methods in our attempts to gain a better understanding of land use and transportation interaction. In the meantime, the literature suggests that little consensus regarding the conclusions can be drawn from the empirical studies (Giuliano, 1995). Land use and transportation system changes take place in a highly dynamic system that involves many forces such as economic development, population growth, and policy decisions. Models based on a confirmatory analysis approach may or may not be able to properly reflect these differences, especially when we need to examine land use and transportation interactions at varying spatial and temporal scales. Exploratory data analysis (EDA), on the other hand, takes a speculative and systematic approach to assist us in searching for patterns and processes hidden in the data sets (Openshaw, 1994; Goodchild, 2000). EDA emerged in the 1970s as methods of revealing what would otherwise go unnoticed with the use of standard statistical analysis (Tukey, 1977). EDA does not impose scale-specific assumptions on the analysis procedure; therefore, the patterns and relationships could emerge from the analysis rather than be imposed under a confirmatory data analysis approach. In recent years, use of EDA with GIS has been actively pursued in spatial data mining and spatial knowledge discovery (e.g., Miller and Han, 2001, Ladner et al., 2002).

This chapter presents the construction of a temporal GIS design that offers exploratory data analysis capabilities for examining land use and transportation interactions at user-specified spatial and temporal scales. This temporal GIS is named “Transland” due to its focus on exploring spatiotemporal interactions between land use and transportation systems. This chapter is organized as follows. Section 4.1 discusses the procedures and custom computer programs involved in the creation of various feature and object classes for Transland. It also describes the organization of ArcGIS geodatabases constructed for the Transland. Section 4.2 offers detailed information of the design and implementation of the six spatiotemporal interaction scenarios discussed in Chapter 3. In addition, this section provides information on the implementation of user interfaces. These custom user interfaces provide analysis tools for transportation planners to
construct temporal GIS databases and to explore spatiotemporal interactions of land use and transportation systems.

4.1 Creation of Temporal GIS Databases in Transland

The previous chapter presents the design of a temporal GIS and describes the various object classes and custom tools required by this project. As we move from the design stage to the database construction stage, specific procedures and programs must be developed to implement the design framework. Figure 4.1 shows a UML sequential diagram that illustrates the sequence of operations for the implementation of various object classes discussed in Chapter 3. This process first manually creates empty geodatabases and then imports the data sets collected by the project team into feature classes. Once the snapshot GIS feature classes are created in geodatabases, a set of Visual Basic programs is used to add time stamps into the snapshot feature classes (i.e., TimeStampedSnapshot program), to combine snapshot feature classes into space-time composite classes (i.e., GenerateSTComposite program), and to generate time and time2space object classes (i.e., GenerateTime program). In addition, semantic class for transportation improvement projects is created for the project. More detailed information on the creation of various feature and object classes is provided below.

4.1.1. Creation of time-stamped snapshot feature classes

In order to generate a space-time composite class from the snapshot feature classes, we first must append time to the data fields in the snapshot feature classes. This is necessary because the snapshot feature classes of the same theme (e.g., land use feature classes of various years) are likely to include identical data fields (e.g., land use type). When these data fields in different snapshot feature classes are combined into a single space-time composite feature class, it is critical to be able to identify the time associated with each data field. The time-stamped snapshot feature classes are named with a prefix of “t_” and are stored in the same directory as the snapshot features classes. Figure 4.2 shows the flow of a Visual Basic program to create time-stamped snapshot feature classes.
Figure 4.1  Transland classes represented in a UML sequential diagram
Table 4.1 lists the collection of Visual Basic class modules, standard modules, and forms that comprise the VB project for the creation of time-stamped snapshot feature classes. Figure 4.3 shows an example of two modules that are related to the ICommand implementation. ICommand is an interface available in the ArcObjects. The time-stamped snapshot feature class implements the ICommand with its own specific behavior. This custom class is implemented as a button tool that is added into the ArcMap graphic user interface (GUI). In this example, the basSettings module defines global variables and includes common functions. The DataLoader function in a class module that calls both the CreateAccessFile and the CalcTime functions to complete its operation.

4.1.2. Creation of space-time composite feature classes

As indicated in Figures 3.5 and 3.6 of the previous chapter, different geometric features (i.e., points, lines, and polygons) require different procedures of creating the space-time composite (STComposite) feature classes. For example, the three maps shown in Figure 3.5 represent the snapshot GIS layers of traffic count stations in three different years (i.e., 1994, 1996 and 1999). In this example, traffic count station #3 existed in all three years, while traffic count station #9 existed in 1994 only. The STComposite feature class table includes all traffic count stations that existed in 1994, 1996 and 1999. A data value of “1” in the table indicates the existence of a feature at a particular time and a “0” means a feature did not exist at that particular time. As a result, the traffic count station #3 has a value of 1 for T1994, T1996 and T1999, while the traffic count station #9 has a value of 1 for T1994 and 0 for T1996 and T1999.
Table 4.1 Modules and Forms Included in the VB Project for Time-Stamped Feature Class

<table>
<thead>
<tr>
<th>Class Module Name</th>
<th>Class Module Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data_Prepare.cls</td>
<td>Class module that implements ICommand and initializes frmPrepare.frm with its OnClick event</td>
</tr>
<tr>
<td>Application_Status.cls</td>
<td>Class module that implements IApplication and IStatusMessage</td>
</tr>
<tr>
<td>IApplicationStatus.cls</td>
<td>Class module that defines an abstract class which sets a value for Application</td>
</tr>
<tr>
<td>IStatusMessage.cls</td>
<td>Class module that defines a subroutine for displaying a message</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Module Name</th>
<th>Module Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic_Setting.bas</td>
<td>Basic module that dimensions global variables</td>
</tr>
<tr>
<td>Database_Utility.bas</td>
<td>Module that contains utility functions for managing geodatabases</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Form Name</th>
<th>Form Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prepare_Form.frm</td>
<td>Form for selecting features classes</td>
</tr>
<tr>
<td>frmResources.frm</td>
<td>Form defining an icon representing dataPrepare.dll when it is added to ArcMap GUI as a button</td>
</tr>
</tbody>
</table>

Figure 4.3 ICommand Implementation of Time-Stamped Snapshot Feature Classes

Line and polygon features are more complex than point features to create space-time composite feature classes. When we combine multiple snapshot line/polygon feature classes to generate an STComposite feature class, existing lines/polygons may be split or merged to form new features. For example, the top three maps in Figure 3.6 shows that combining the road map of 1997 with the road map of 1999 results in an STComposite feature class of new line features. Similarly, polygon features could be split or merged over time as illustrated by the bottom three maps in Figure 3.6. This raises a critical issue of maintaining changes of an object identity over time.

Table 4.2 shows an example of STComposite feature class table that includes six objects with
their unique object identifiers (OIDs), which are 1, 2, 3, 4, 5 and 6. Since the STComposite feature class is derived by combining the snapshot features classes of 1990, 1994 and 1998, the original OIDs (i.e., OID1990, OID1994, and OID1998) are kept in the final STComposite feature class table. The first five objects in the STComposite feature class table reflect the change history of a land parcel with an OID of 1074 in 1990 that was split into two parcels of 2074 and 2073 in 1998. Parcel 2074 in turn was split into four parcels (2721, 2719, 2812, and 2825) by 1998 and parcel 2073 changed its OID to 2719. The last object (i.e., OID = 6) in the STComposite feature class table indicates that this parcel did not exist in 1990 and 1994 and was created with an OID of 2936 by 1998.

Table 4.2 History of Object Identity (OID) Changes in an STComposite Feature Class

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1074</td>
<td>Vacant</td>
<td>1</td>
<td>2074</td>
<td>Vacant</td>
<td>1</td>
<td>2721</td>
<td>Vacant</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1074</td>
<td>Vacant</td>
<td>1</td>
<td>2074</td>
<td>Vacant</td>
<td>1</td>
<td>2716</td>
<td>Single-Family</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1074</td>
<td>Vacant</td>
<td>1</td>
<td>2074</td>
<td>Vacant</td>
<td>1</td>
<td>2812</td>
<td>Vacant</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1074</td>
<td>Vacant</td>
<td>1</td>
<td>2074</td>
<td>Vacant</td>
<td>1</td>
<td>2825</td>
<td>Single-Family</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>1074</td>
<td>Vacant</td>
<td>1</td>
<td>2073</td>
<td>Single-Family</td>
<td>1</td>
<td>2719</td>
<td>Single-Family</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>Null</td>
<td>Null</td>
<td>0</td>
<td>Null</td>
<td>Null</td>
<td>0</td>
<td>2936</td>
<td>Commercial</td>
<td>1</td>
</tr>
</tbody>
</table>

While the above table is feasible to keep track of changes of object identities through time, it becomes inefficient when we need to query data for multiple years. For instance, in order to find out if feature OID 1 existed in all three snapshot years, we must formulate a query statement with three cursors referencing T1990, T1994, and T1998. This query statement can slow down the search process significantly when dealing with large data sets. To overcome this shortcoming, the Transland design also creates TimeObject class and Time2Space class as shown in the design framework of Figure 3.7. The TimeObject class table (see Table 4.3) stores the time instances of all snapshot GIS layers, while the Time2Space class table (See Table 4.4) keeps track of the relationships between all snapshot time instances and all unique spatial features in the STComposite feature class. Both TimeObject class table and Time2Space class table are generated simultaneously with the STComposite feature class via a set of custom Visual Basic programs developed for this project. The TimeObject and Time2Space object classes together facilitate queries of spatial features over time. When they are linked with the STComposite feature class, it is also feasible to query spatial and attribute changes over time.

The above procedures of generating STComposite feature classes and time-related object classes are automated via a set of custom VB programs with ArcObjects. Figure 4.4 outlines the relationships among various VB modules and subroutines. Further discussions of the key VB programs (i.e., DoSTComposite, Layer2STComposite, CompositePointFeatures, SplitPolylineFeature, and SplitPolygonFeature) are provided below.

Table 4.3 TimeObject Class Table

<table>
<thead>
<tr>
<th>TimeOID</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>T1990</td>
</tr>
<tr>
<td>2</td>
<td>T1994</td>
</tr>
<tr>
<td>3</td>
<td>T1998</td>
</tr>
</tbody>
</table>
Table 4.4  TimeObject Class Table

<table>
<thead>
<tr>
<th>Time</th>
<th>OID</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1990</td>
<td>1</td>
</tr>
<tr>
<td>T1990</td>
<td>2</td>
</tr>
<tr>
<td>T1990</td>
<td>3</td>
</tr>
<tr>
<td>T1990</td>
<td>4</td>
</tr>
<tr>
<td>T1990</td>
<td>5</td>
</tr>
<tr>
<td>T1994</td>
<td>1</td>
</tr>
<tr>
<td>T1994</td>
<td>2</td>
</tr>
<tr>
<td>T1994</td>
<td>3</td>
</tr>
<tr>
<td>T1994</td>
<td>4</td>
</tr>
<tr>
<td>T1998</td>
<td>5</td>
</tr>
<tr>
<td>T1998</td>
<td>1</td>
</tr>
<tr>
<td>T1998</td>
<td>2</td>
</tr>
<tr>
<td>T1998</td>
<td>3</td>
</tr>
<tr>
<td>T1998</td>
<td>4</td>
</tr>
<tr>
<td>T1998</td>
<td>5</td>
</tr>
<tr>
<td>T1998</td>
<td>6</td>
</tr>
</tbody>
</table>

Figure 4.4  Visual Basic Modules and Subroutines for the Creation of STComposite Feature Classes and Time-Related Object Classes

The DoSTComposite VB program combines multiple time-stamped snapshot feature classes into an STComposite feature class. Figure 4.5 illustrates the activity diagram of this VB program. It selects the first two time-stamped snapshot feature classes to generate an STComposite feature class. The program then checks if there are additional time-stamped snapshot feature classes. If yes, it generates a new STComposite feature class by combining the current STComposite feature class with the next time-stamped snapshot feature class. It stops when all time-stamped
snapshot feature classes have been processed. The program then creates TimeObject and Time2Space object classes from the final STComposite feature class.

The Layer2STComposite subroutine is called from the DoSTComposite program to combine two snapshot feature classes into an STComposite feature class. Figure 4.6 is the activity diagram of Layer2STComposite subroutine. This subroutine starts with the creation of an empty STComposite feature class with data fields copied from the first two time-stamped snapshot feature classes. It then selects each feature in the first time-stamped snapshot feature class and determines if it intersects with any features in the second time-stamped snapshot feature class. Intersection is defined here as the overlapped parts that have the same dimension as the input feature classes. For example, an intersected feature between two line segments (1-dimensional geometry) must be a line segment. Therefore, disjoint or touched features are not considered as intersected features according to the definition of intersection. Figure 4.7 illustrates examples that are considered as an intersection or a non-intersection for polylines and polygons. Depending on the geometry type (i.e., points, polylines, or polygons) of the input time-stamped snapshot feature classes, the Layer2STComposite subroutine calls the respective subroutine of CompositePointFeatures, SplitPolylineFeatures, or SplitPolygonFeatures to generate an STComposite feature class. The Layer2STComposite subroutine stops when all time-stamped snapshot feature classes have been processed.
Add the fields from the second layer appending to the first layer (AddTheFields)

Create a new composite database with fields from both layers name it with the prefix of "st_" (NewAccessFile)

Get a feature from the first layer

Retrieve features in the second layer which intersect with the one in the first layer

Are point features?

[Yes] CompositePointFeature

[No] Are polyline features?

[Yes] SplitPolylineFeature

[No] SplitPolygonFeatures

Is there one more feature in the first layer?

[Yes] IntegrateOutputLayer

Figure 4.6 Activity Diagram of Layer2STComposite (VB Subroutine Names Are Indicated in Parentheses)
When the input snapshot feature classes are points, the process of combining them into an STComposite is straightforward. The *CompositePointFeatures* subroutine first identifies the intersected point features in the input snapshot feature classes and adds them into the STComposite feature class (see Figure 4.8). It then updates the attribute data fields of the STComposite feature class. Finally, it merges the other point features in the snapshot feature classes into the STComposite feature class.

![Figure 4.7 Examples of Intersection and Non-Interaction Cases of Polylines and Polygons](image)

When the input snapshot feature classes are polylines or polygons, the process first splits the intersected features between the two input snapshot feature classes. It then updates the input and
the overlay features in terms of their spatial features and nonspatial attributes. After all input features have been processed, features are merged to create an STComposite feature class. *SplitPolylineFeatures* and *SplitPolygonFeatures* VB subroutines are developed to handle these polyline and polygon snapshot feature classes.

Table 4.5 presents a summary of the VB class modules, standard modules, and forms included in the STComposite VB project.

| Table 4.5 Visual Basic Programs for Creating STComposite Feature Classes |
| --- | --- |
| **Class Module Name** | **Class Module Description** |
| Stcomposite.cls | Class module that implements ICommand and initializes frmComposite.frm with its OnClick event |
| ApplicationStatus.cls | Class module that implements IApplication and IStatusMessage |
| IApplicationStatus.cls | Class module that defines an abstract class which sets a value for Application |
| IStatusMessage.cls | Class module that defines a subroutine for displaying a message |
| **Module Name** | **Module Description** |
| basSettings.bas | Basic module that dimensions global variables |
| DataConvert.bas | Module that includes subroutines for converting data between personal geodatabases, coverages, shape files, and SDE |
| dbUtil.bas | Module that contains utility functions for managing geodatabases |
| stringParseUtil.bas | Module that contains utility functions for string parsing. |
| **Form Name** | **Form Description** |
| FrmComposite.frm | Form for selecting features classes and providing STComposite-related information |
| frmResources.frm | Form defining an icon representing dataPrepare.dll when it is added to ArcMap GUI as a button |

4.1.1 Creation of Transland Personal Geodatabases

ArcGIS 8 includes a geodatabase data model to organize and manage geographic information. Its personal geodatabase is based on the Microsoft Access. A geodatabase allows users to organize datasets into different classes (e.g., feature datasets, feature classes, object classes, and relational classes) in a single Access file. In Transland, a geodatabase is created for each theme (e.g., traffic analysis zones). Within each geodatabase, a feature dataset with an identical name of its geodatabase is created to store all snapshot feature classes of the specific theme. Each feature dataset has a defined geographic reference that applies to all feature classes within it.

The data sets collected by the project team include *Streets* (Street Network), *TAZ* (Traffic Analysis Zone), *LOS* (Level of Service), *AADT* (Annual Average Daily Traffic), and *TIP* (Transportation Improvement Project) for transportation features, along with *LU* (Land Use), *TRACT* (Census Tract), *Permits* (Building Permit), and *Property* (Property Parcel) for land use related data. These data sets are available in either ArcView 3 shapefile format or in dBase
format. A summary of these data sets is given below.

1. AADT (Annual Average Daily Traffic) data set includes a space-time composite feature class and annual AADT data from 1970 through 2000;
2. TAZ (Traffic Analysis Zone) data sets include 1992 and 2000 snapshot feature classes;
4. LOS (Level of Service) data set includes 1999 snapshot feature class;
5. Tract (Census Tracts) data sets include 1980, 1990, and 2000 snapshot feature classes;
6. LU (Land Use) data sets include 1994 and 1998 snapshot feature classes;
7. Property (Land Property) data sets include 1998 point feature class and 2001 polygon feature class. They cannot be directly used to generate an STComposite feature class due to their different geometric representations;
9. TIP (Transportation Improvement Projects) and Permit (Building Permits) data sets are treated as semantic classes in the Transland. They include data for multiple years. TIP and Permit object classes are associated with the Street and the Property feature classes. These associations can be used to identify the spatial locations of a project over time; and
10. Zdata1 and Zdata2 datasets from FSUTMS.

There are three important notes regarding the geodatabase creation process. First, this project uses the snapshot data sets of TAZ, Street, Tract, and LU to create STComposite feature classes by running the custom VB programs discussed above. The data set for LOS is available for the year of 1999 only; therefore, it is excluded in the process of creating STComposite feature classes. Second, the AADT (Annual Average Daily Traffic) data include a point shapefile that includes traffic count stations with traffic count data from 1970 to 1999. This AADT shape file is converted into geodatabase format and is treated as an STComposite point feature class. Third, TIP and Permit data sets are considered in this project as semantic classes. Semantic objects are maintained in geodatabases as pairs of a feature class and an object class. The feature class identifies the locations of semantic objects, while the object class stores attribute data related to the semantic objects. The TIP object class is associated with the TIP feature class based on the foreign key of Project_ID. The building permit data set is an attribute data file. It is converted into an object class in geodatabase. This object class is then related to its spatial counterpart of the 1999 property parcel feature class through the unique property folio numbers.

After all data sets collected by the project team had been converted into proper geodatabases, we applied the custom Visual Basic programs to generate time-stamped snapshot feature classes, STComposite feature classes, and their related TimeObject and Time2Space object classes. The organization of resulting geodatabases, feature datasets, feature classes, and object classes of the Transland project is listed below.

Transland Data Folder:
- TAZ geodatabase (taz.mdb)
  - TAZ feature dataset
TAZ snapshot feature class
• TAZ time-stamped snapshot feature class
• TAZ STComposite feature class
• TAZ TimeObject class
• TAZ Time2Space object class
- LOS geodatabase (los.mdb)
  • LOS feature dataset
    • LOS snapshot feature class
- AADT geodatabase (aadt.mdb)
  • AADT feature dataset
    • AADT snapshot feature class
    • AADT time-stamped snapshot feature class
    • AADT STComposite feature class
  • AADT TimeObject class
  • AADT Time2Space object class
  • AADT relationship class
- LU geodatabase (lu.mdb)
  • LU feature dataset
    • LU snapshot feature class
    • LU time-stamped snapshot feature class
    • LU STComposite feature class
  • LU TimeObject class
  • LU Time2Space object class
- TRACT geodatabase (tract.mdb)
  • TRACT feature dataset
    • TRACT snapshot feature class
    • TRACT time-stamped snapshot feature class
    • TRACT STComposite feature class
  • TRACT TimeObject class
  • TRACT Time2Space object class
- Semantic geodatabase (semantic.mdb)
  • TIP feature class
  • TIP_Table object class
  • LandDevelopment feature class
  • LandDevelopment_Table object class

Figure 4.9 illustrates the geodatabase organization as shown in the ArcCatalog graphic user interface. Each theme (e.g., CENSUS.mdb for census tracts) has its own geodatabase. Within each geodatabase, a feature dataset with an identical name of its geodatabase is created to store all snapshot feature classes of the specific theme (e.g., pop1980, pop1990, and pop2000), along with the time-stamped snapshot feature classes (e.g., t_pop_T1980, t_pop_T1990, and t_pop_T2000) and the STComposite feature class (e.g., st_census_80_90_1). Each feature dataset has a defined geographic reference that applies to all feature classes within it. In addition, a TimeObject class (e.g., Time_OIDst_census_80_90_00) and a Time2Space object class (e.g., Time_st_census_80_90_00) are created at the same level as the feature dataset in a geodatabase. For the semantic geodatabase (i.e., SEMANTIC.mdb), each semantic class has a
Users could encounter two problems when loading data into ArcGIS geodatabases. First, when a new record is added to feature or object classes of more than 9500 records in ArcMap, an error message will indicate that the file is locked. This is due to the parameter setting in the MaxLocksPerFile registry entry for Microsoft Jet Engine. To fix this problem, run Regedit and find jet 4.0 in the path of `HKEY_LOCAL_MACHINE`, `software`, `Microsoft`, `jet`, `4.0`, and `engines`. Then, modify the MaxLocksPerFile parameter setting to a number larger than the number of records in your table. Second, if the procedure of creating time-stamped snapshot feature classes fails to execute, make sure that you don’t have any data fields added after the “Shape_Length” field. This restriction is due to the setup in the custom DataLoader subroutine that does not permit any data fields following the Shape_Length field in a feature class table.
4.2 Spatiotemporal Exploratory Analysis Tools Development

There have been many models suggested in the literature for studying transportation and land use interactions (see literature review in Chapter 1). Most of these models take a confirmatory analysis approach that is based on a priori theories. These studies have helped establish theoretical foundations and solution methods to gain a better understanding of land use and transportation interaction. In the meantime, empirical studies also report the existence of significant spatial and temporal variations between different geographic areas and at different spatial and temporal scales.

Land use and transportation system changes take place in a highly dynamic system that involves many forces such as economic development, population growth, and policy decisions. Models built on a confirmatory analysis approach are often based on a pre-specified spatial and temporal scale; therefore, they are less flexible of examining the dynamic nature of various forces acting at different spatial and temporal scales on land use and transportation interaction. Exploratory data analysis (EDA), on the other hand, takes a speculative and systematic approach to assist us in searching for patterns and processes hidden in the data sets. Since each study area tends to have its own unique transportation and land use interaction patterns over space and time, spatiotemporal exploratory analysis tools could help search for the interaction patterns hidden in large, multiple data sets. Results derived from these exploratory analysis tools could be used to evaluate the existing model structures or to validate the model parameters for a particular study area. They also could suggest new hypotheses for examining the complex relationships between land use and transportation.

Like most other spatial processes, land use and transportation interaction involves time (when), location (where), and attribute (what) that are interrelated with each other. Sinton (1978) proposed a measurement framework to treat location, time, and attribute as “fixed”, “controlled”, and “measured” components when performing measurements (see Table 2.9). However, Sinton’s measurement framework was designed to measure a single phenomenon. When our focus is to analyze the interactions between two phenomena (e.g., transportation and land use), each phenomenon has its own location, time, and attribute components. We must treat the three components as integrated parts of each phenomenon and develop an approach of analyzing the interactions between the phenomena.

In Chapter 3, we proposed a spatiotemporal interaction framework to keep track of the space, time, and attribute components of transportation and land use phenomena (see Table 3.1). This spatiotemporal interaction framework consists of six scenarios that can explore land use and transportation interaction according to spatial, temporal, and attribute data. Each scenario in this framework corresponds to one of the six ways that transportation planners may ask questions about transportation and land use interactions. A list of sample questions for the six scenarios is provided in Table 4.6. For example, scenario 2 allows users to “fix” locations and attributes of transportation features (e.g., select a half-mile zone around the I-595) and “control” time (e.g., 1995 to 2000) in order to “measure” the land use changes in the user-specified area over time. For more detailed discussions of these six scenarios, please refer to Section 3.1.
Table 4.6 Sample Questions of the Six Scenarios for Exploratory Analysis of Land Use and Transportation Interaction

<table>
<thead>
<tr>
<th>Scenarios</th>
<th>Sample Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>When did major land developments take place within a one-mile zone of I-595?</td>
</tr>
<tr>
<td>2</td>
<td>Where were the areas that experienced greater than 20% land value increases between 1995 and 2000 within a half-mile zone of I-595?</td>
</tr>
<tr>
<td>3</td>
<td>Where were the vacant land parcels within a 1-mile zone of ongoing transportation projects in 1996?</td>
</tr>
<tr>
<td>4</td>
<td>Which street segments that are adjacent to commercial land use in the study area had a traffic volume/capacity ratio greater than 1 in 1998?</td>
</tr>
<tr>
<td>5</td>
<td>When did traffic volumes on major streets increase by more than 30% in those traffic analysis zones reaching an employment density of 10,000 per square mile?</td>
</tr>
<tr>
<td>6</td>
<td>What were the traffic volumes on major streets in each census tract with an annual population growth rate over 5% from 1990 to 2000?</td>
</tr>
</tbody>
</table>

4.2.1 Design of the Six Scenarios under the Spatiotemporal Interaction Framework

The six scenarios presented in Table 3.1 are based on time, transportation, and land use components. This project takes full advantage of the current ArcGIS capabilities of handling spatial and attribute data and uses the time component to extend the static GIS data model into a temporal GIS data model. In other words, the time component is linked to the space-attribute objects so that users can query and analyze GIS databases according to any combinations of spatial, temporal and attribute components. Under this design, standard GIS functions such as SQL queries and spatial searches can be easily implemented in the Transland user interfaces. Figure 4.10 shows a dialog window, which is implemented as part of the Transland user interfaces, for users to query the spatial and/or attribute data. In this dialog window, users can select specific features in either transportation or land use feature classes through a combination of SQL attribute queries (see Figure 4.10a) and interactive spatial selection tools (see Figure 4.10b).
Query functions available through this dialog window are based on the ArcMap functions of *Select By Attributes* and *Select by Location*. Users can click the buttons of *New Set*, *Add To Set*, *Select From Set*, and *Remove From Set* in the dialog window to perform multiple selections from a list of feature classes in order to select the specific features of interest. The *Spatial Constraint* (i.e. *Selection By Location*) allows users to interactively define a spatial extent of search area and then choose a specific spatial operator to carry out the spatial search. Figure 4.11 illustrates the six spatial operators implemented in this dialog window. For instance, the “Contain” spatial operator will find all features in a selected GIS layer (i.e., the comparison geometry indicated in Figure 4.11) that are completely contained within the user-specified spatial extent (i.e., the base geometry indicated in Figure 4.11). The user-specified spatial extent is defined interactively by drawing a polygon, a line, or a point on the display screen.

Although ArcGIS provides a powerful set of tools for analyzing spatial and attribute data, it does not offer functions for temporal query and analysis. Since this project extends static snapshot GIS databases into temporal GIS databases (see Section 4.1 above), it is feasible to add temporal query and analysis tools into the user interfaces of Transland. Figure 4.12 shows the temporal query and analysis dialog windows implemented in Transland. The dialog window on the left-hand side in Figure 4.12 handles individual time instants associated with the snapshot feature classes, while the dialog window on the right-hand side is designed to process user-specified time intervals. Because the time component is embedded in all transportation and land use GIS databases, these temporal query and analysis functions are integrated with the spatial and query functions available in ArcGIS.
Figure 4.11 Illustration of the Six Spatial Operators Included in Transland Spatial Constraints User Interface (Source: Zeiler, 2001)
4.2.2 Steps of Processing the Six Scenarios in the Spatiotemporal Interaction Framework

Each scenario listed in the spatiotemporal interaction framework of Table 3.1 involves several steps to carry out the exploratory analysis procedure associated with the scenario. This section describes the step-by-step procedures to carry out these analysis tasks. In addition, a UML collaboration diagram, which illustrates the flow and the messages passed from one step to the next step, are presented for each scenario. Again, a set of custom VB programs is developed in this project to implement these spatiotemporal exploratory analysis tools. Like other tools developed in this project, the VB programs are compiled as dynamic linking library (DLL) files and added into a custom toolbar in ArcMap as the “Transland Scenario Wizard” icon shown in Figure 4.13 below. This toolbar provides the entry point for users to access all spatiotemporal exploratory tools available for analyzing land use and transportation interactions.

Figure 4.13 Custom Toolbar of Transland in ArcMap

With land use and transportation temporal GIS layers loaded and displayed in ArcMap, a click of the “Transland Scenario Wizard” icon in the custom toolbar launches the main Transland Scenario dialog window shown in Figure 4.14. This main dialog window provides a description of each scenario and allows users to choose a specific scenario to perform spatiotemporal exploratory analysis.
Scenario 1 is designed to identify the time frame (i.e., measured component) that transportation systems (i.e., fixed component) have on different land use types and their locations (i.e., controlled component). Table 4.7 lists a sample question and the steps involved in carrying out spatiotemporal exploratory analysis for scenario 1. Figure 4.15 presents a UML collaboration diagram showing the flow and user actions associated with the steps. In this example, we would like to find out “When did major land developments take place within a one-mile zone of I-595?” Users first choose scenario 1 from the list presented in the main dialog window (see Figure 4.16a). Next, users are presented with choices of either selecting specific TIP semantic objects or selecting specific transportation features as the fixed component (see Figure 4.16b). This choice is reflected as the two branches in the collaboration diagram (see Figure 4.15).

Table 4.7 Analysis Steps of Transland Scenario 1

<table>
<thead>
<tr>
<th>Steps</th>
<th>Transland Classes Related to Each Step</th>
</tr>
</thead>
<tbody>
<tr>
<td>Choose scenario 1</td>
<td>List of all six scenarios</td>
</tr>
<tr>
<td>Choose TIPs or transportation features</td>
<td>A list of TIP semantic class and a list of all transportation STComposite feature classes included in ArcMap</td>
</tr>
<tr>
<td>Specify spatial extent and/or attribute query</td>
<td>Selected TIP semantic classes or selected features from transportation STComposite feature classes</td>
</tr>
<tr>
<td>Specify land use data fields to be included in the analysis</td>
<td>Land use STComposite and snapshot feature classes within the constraints specified in step 3</td>
</tr>
<tr>
<td>Generate final display and summary report</td>
<td>Land use snapshot, STComposite, TimeObject and Time2Space classes</td>
</tr>
</tbody>
</table>
If users choose TIP semantic objects, the next dialog window allows them to specify a buffer distance around the selected TIP features for searching land use features (see Figure 4.16c). If users choose transportation features, they are provided with a different dialog window to interactively define attribute queries and the spatial extent along with a selected spatial operator (see Figure 4.16d). Once specific transportation features are selected, users again can specify a buffer distance around the selected feature for searching land use features.

The next step offers a dialog window for users to select the specific attribute data fields associated with various snapshot times that will be included in the analysis and in the final summary report (see Figure 4.16e). In other words, this step and the previous step together control the locations and the attributes of land use features that will be examined with respect to the fixed transportation component selected in an earlier step.
(a) Choose a scenario.

(b) Select TIPs or transportation features.
(c) Specify buffer distance around selected TIPs.

(d) Specify attribute query and spatial constraint of selected transportation features.
(e) Specify land use attribute data fields associated with various snapshot times to be included in the analysis and final report.

Figure 4.16 Key Dialog Windows for Exploratory Analysis of Scenario 1

With transportation features selected as the fixed component and land use features specified as the controlled component, the custom VB programs developed for the Transland Scenario Wizard will display the land use features located within the user-specified search distance as animated maps in an Internet Explorer window. In addition, a summary report that includes user-selected land use attribute data fields for different snapshot times is listed with the animated map display (see Figure 4.17). The animated map display area is automatically refreshed to display the selected land use features (with a yellow highlight color as shown in Figure 4.17) based on the time sequence. For example, if the user selects land use layers of 1994, 1998 and 2000 for the analysis, the animated map display area will continuously show the three snapshot maps in the sequence of 1994, 1998 and 2002. Users therefore can easily visualize the spatial change patterns of land use from 1994, through 1998, to 2000. In addition, the summary report shows when land use characteristics took place. For example, Figure 4.17 shows that the land use features with OID of 418 and 421 remained as parks (i.e., land use code = 517) from 1994 to 1998, while the features with OID of 443 and 455 changed their land use types between 1994 and 1998. Finally, the output file automatically reports some basic statistics (i.e., minimum, maximum, mean, and standard deviation) of those numerical data fields included in an analysis. Table 4.8 shows an example of the basic summary statistics associated with the selected land use features.

Table 4.8
Figure 4.17 An Example of Animated Maps and Summary Report Displayed in an Internet Explorer Window

Table 4.8 An Example of Summary Statistics Included in the Transland Report File

<table>
<thead>
<tr>
<th>Field Name</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shape_Area (selected features)</td>
<td>13409416.442228</td>
<td>22174761.0782468</td>
<td>17923143.2021348</td>
<td>4635208.85224721</td>
</tr>
<tr>
<td>Shape_Area (all features)</td>
<td>2642895781.0803</td>
<td>4635208.85224721</td>
<td>1891363333.58952</td>
<td></td>
</tr>
</tbody>
</table>

All of the output animated maps and tables are saved in a Hypertext Markup Language (HTML) file that is generated by custom VB programs developed for this project. The HTML file automatically displays in an Internet Explorer window at the end of each scenario analysis. Users can close the window after viewing it and open it at a later time to review the analysis results or to compare it with the results derived from other scenario analyses. This shows the power of exploratory analysis, which allows users to interactively examine land use and transportation interactions with different spatial, temporal, and attribute parameters in each run of the scenario analysis. The analysis results then can be compared to see if different change patterns are revealed at varying spatial and temporal scales.
The above discussion provides detailed information of the steps involved in the analysis for scenario 1. Scenarios 2 through 6 implement similar analysis procedures as scenario 1. The main difference among them is the components that are used to fix, control, and measure interactions between land use and transportation. Table 4.9 and Figure 4.18 illustrate the analysis steps and collaboration diagram for scenario 2, respectively. This scenario uses time as the control component; therefore, step 4 will display a dialog window for users to specify time instants or time intervals (see Figure 4.12) to be included in the analysis.

Analysis steps and collaboration diagram for scenario 3 are given in Table 4.10 and Figure 4.19, respectively. Under this scenario, users fix the time component and control transportation features in order to measure changes of land use patterns. As a result, the temporal query dialog window will appear first for users to specify the time component that will be used to search for relevant transportation and land use features. For example, if the user selects the year of 1996 only, the scenario 3 will limit its analysis to transportation and land use interaction in 1996. Users also can choose different time intervals for land use and transportation features (see Figure 4.12). If a user chooses 1992 to 1995 for land use features and 1995 to 2000 for transportation features, this enables an analysis of time lag effect of land use changes on transportation systems. In other words, we can examine the transportation system changes (e.g., traffic counts) during the years (i.e., 1995-2000) after land use changes had taken place (i.e., 1992-1995).

The spatiotemporal interaction framework presented in Table 3.1 indicates that scenarios 1, 2, and 3 are mirror cases of scenarios 5, 6, and 4, respectively. For instance, the only difference between scenario 1 and scenario 5 is the reversed roles of transportation and land use as the fixed component and the controlled component. Tables 4.11 – 4.13 and Figures 4.20 – 4.22 show the analysis steps and the collaboration diagrams of scenarios 4, 5, and 6, respectively. They represent different ways for users to explore land use and transportation interactions over time. According to the specific scenario chosen by a user, the custom VB programs automatically determine the sequence of dialog windows that will be presented to the user. The user then interactively specifies spatial and temporal scales, along with selected attribute data, to explore land use and transportation interactions. The analysis procedure can be repeated using different spatial, temporal, and attribute specifications under the same scenario or between different scenarios. At the end of each scenario analysis, a report of both animated maps and data tables is presented in HTML format to help users visualize the change patterns and review the summary data. These HTML files are saved in the default temp directory and are available for users to display at any time until users decide to delete them from the hard disk.
Table 4.9 Analysis Steps of Transland Scenario 2

<table>
<thead>
<tr>
<th>Steps</th>
<th>Transland Classes Related to Each Step</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Choose scenario 2</td>
<td>A list of all scenarios</td>
</tr>
<tr>
<td>2. Choose TIPs or transportation features</td>
<td>A list of TIP semantic class and a list of all transportation STComposite feature classes included in ArcMap</td>
</tr>
<tr>
<td>3. Specify spatial extent and/or attribute query</td>
<td>Selected TIP semantic classes or selected features from transportation STComposite feature classes</td>
</tr>
<tr>
<td>4. Specify the time instants or time intervals</td>
<td>TimeObject and Time2Space object classes</td>
</tr>
<tr>
<td>5. Generate final display and summary report</td>
<td>Selected features from land use snapshot and STComposite feature classes</td>
</tr>
</tbody>
</table>

Scenario 2 example: Where were the areas that experienced greater than 20% land value increases between 1995 and 2000 within a half-mile zone of I-595?

Figure 4.18 UML Collaboration Diagram of Scenario 2
### Table 4.10 Analysis Steps of Transland Scenario 3

**Scenario 3 example:** Where were the vacant land parcels within a 1-mile zone of ongoing transportation projects in 1996?

<table>
<thead>
<tr>
<th>Steps</th>
<th>Transland Classes Related to Each Step</th>
</tr>
</thead>
<tbody>
<tr>
<td>Choose scenario 3</td>
<td>A list of all scenarios</td>
</tr>
<tr>
<td>1. Specify time instants or time intervals</td>
<td>TimeObject and Time2Space object classes</td>
</tr>
<tr>
<td>2. Specify TIPs or transportation features</td>
<td>A list of TIP semantic class and a list of all transportation STComposite feature classes included in ArcMap</td>
</tr>
<tr>
<td>3. Specify spatial extent and/or attribute query</td>
<td>Selected TIP semantic classes or selected features from transportation STComposite feature classes within the temporal constraint specified in step 2</td>
</tr>
<tr>
<td>4. Specify land use data fields to be included in the analysis</td>
<td>Selected land use STComposite and snapshot feature classes within the constraints specified in step 4</td>
</tr>
<tr>
<td>5. Generate final display and summary report</td>
<td>Selected features from land use snapshot and STComposite feature classes</td>
</tr>
</tbody>
</table>

**Figure 4.19** UML Collaboration Diagram of Scenario 3
### Table 4.11 Analysis Steps of Transland Scenario 4

**Scenario 4 example:** Which street segments that are adjacent to commercial land use in the study area had a traffic volume/capacity ratio greater than 1 in 1998?

<table>
<thead>
<tr>
<th>Steps</th>
<th>Transland Classes Related to Each Step</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Choose scenario 4</td>
<td>A list of all scenarios</td>
</tr>
<tr>
<td>2. Specify time instants or time intervals</td>
<td>TimeObject and Time2Space object classes</td>
</tr>
<tr>
<td>3. Specify land development semantic objects or land use features</td>
<td>A list of land development semantic class and a list of all land use STComposite feature classes included in ArcMap</td>
</tr>
<tr>
<td>4. Specify spatial extent and/or 5. Attribute query</td>
<td>Selected land development semantic classes or selected features from land use STComposite feature classes within the temporal constraint specified in step 2</td>
</tr>
<tr>
<td>6. Specify transportation data fields to be included in the analysis</td>
<td>Selected transportation STComposite and snapshot feature classes within the constraints specified in step 4</td>
</tr>
<tr>
<td>7. Generate final display and summary report</td>
<td>Selected features from transportation snapshot and STComposite feature classes</td>
</tr>
</tbody>
</table>

#### Figure 4.20 UML Collaboration Diagram of Scenario 4
Table 4.12 Analysis Steps of Transland Scenario 5

Scenario 5 example: When did traffic volumes on major streets increase by more than 30% in those traffic analysis zones reaching an employment density of 10,000 per square mile?

<table>
<thead>
<tr>
<th>Steps</th>
<th>Transland Classes Related to Each Step</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Choose scenario 5</td>
<td>A list of all scenarios</td>
</tr>
<tr>
<td>2. Choose land development projects or land use features</td>
<td>A list of land development semantic class and a list of all land use STComposite feature classes included in ArcMap</td>
</tr>
<tr>
<td>3. Specify spatial extent and/or attribute query</td>
<td>Selected land development semantic classes or selected features from land use STComposite feature classes</td>
</tr>
<tr>
<td>4. Specify land use data fields to be included in the analysis</td>
<td>Transportation STComposite and snapshot feature classes within the constraints specified in step 3</td>
</tr>
<tr>
<td>5. Generate final display and summary report</td>
<td>Transportation snapshot, STComposite, TimeObject and Time2Space classes</td>
</tr>
</tbody>
</table>

Figure 4.21 UML Collaboration Diagram of Scenario 5
Table 4.13  Analysis Steps of Transland Scenario 6

<table>
<thead>
<tr>
<th>Steps</th>
<th>Transland Classes Related to Each Step</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Choose scenario 6</td>
<td>A list of all scenarios</td>
</tr>
<tr>
<td>2. Choose land development projects or land use features</td>
<td>A list of land development semantic class and a list of all land use STComposite feature classes included in ArcMap</td>
</tr>
<tr>
<td>3. Specify spatial extent and/or attribute query</td>
<td>Selected land development semantic classes or selected features from land use STComposite feature classes</td>
</tr>
<tr>
<td>4. Specify the time instants or time intervals</td>
<td>TimeObject and Time2Space object classes</td>
</tr>
<tr>
<td>5. Generate final display and summary report</td>
<td>Selected features from transportation snapshot and STComposite feature classes</td>
</tr>
</tbody>
</table>

Figure 4.22  UML Collaboration Diagram of Scenario 6
4.2.3 Summary of Visual Basic Programs for Transland Scenario Wizard Implementation

This project develops a set of custom Visual Basic programs to implement the Transland scenario wizard. They include various VB modules and forms to manage, query, analyze, and display spatiotemporal interactions between the various temporal GIS databases created for the project. Table 4.14 presents a summary of the VB modules and forms developed for the Transland scenario wizard.

Table 4.14 VB Modules and Forms for Transland Scenario Wizard Implementation

<table>
<thead>
<tr>
<th>Class Module Name</th>
<th>Class Module Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DataPrepare.cls</td>
<td>Class module that includes subroutines for frmProperty.frm</td>
</tr>
<tr>
<td>ApplicationStatus.cls</td>
<td>Basic module that dimensions all global variables</td>
</tr>
<tr>
<td>IApplicationStatus.cls</td>
<td>Module that dimensions global variables for scenarios</td>
</tr>
<tr>
<td>IStatusMessage.cls</td>
<td>Module that includes subroutines for frmQuery.frm</td>
</tr>
<tr>
<td>basSettings.bas</td>
<td>Basic module that dimensions all global variables</td>
</tr>
<tr>
<td>dataScenario.bas</td>
<td>Module that dimensions global variables for scenarios</td>
</tr>
<tr>
<td>dataProperty.bas</td>
<td>Module that includes subroutines for frmProperty.frm</td>
</tr>
<tr>
<td>dataQuery.bas</td>
<td>Module that includes subroutines for frmQuery.frm</td>
</tr>
<tr>
<td>dataRelate.bas</td>
<td>Module that contains functions to establish relationships among feature classes and object classes.</td>
</tr>
<tr>
<td>dbUtil.bas</td>
<td>Module that contains utility functions for managing geodatabases</td>
</tr>
<tr>
<td>modMenu.bas</td>
<td>Module that assists for building right-click context menus</td>
</tr>
<tr>
<td>stringParseUtil.bas</td>
<td>Module that contains utility functions for string parsing.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Form Name</th>
<th>Form Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>frmScenario.frm</td>
<td>Simple form for scenario selections</td>
</tr>
<tr>
<td>frmTime.frm</td>
<td>Form that confines scenario timeframes</td>
</tr>
<tr>
<td>frmQuery.frm</td>
<td>Form that defines attribute and spatial constraints for queries</td>
</tr>
<tr>
<td>frmBefore.frm</td>
<td>Form that constructs semantics</td>
</tr>
<tr>
<td>frmAfter.frm</td>
<td>Form that collects attributes for final reports</td>
</tr>
<tr>
<td>frmProperty.frm</td>
<td>Form that dimensions reporting options</td>
</tr>
<tr>
<td>frmResources.frm</td>
<td>Form defining an icon representing dataPrepare.dll when it is added to ArcMap GUI as a button</td>
</tr>
</tbody>
</table>

Figure 4.23 is an activity diagram of the Transland scenario wizard implementation. It reflects the common VB forms and modules shared among the six scenarios. For example, scenarios 1, 2, 5, and 6 all use the same VB form to fix a component. The only difference between scenarios 1 and 2 and scenarios 5 and 6 is the former pair displays the transportation databases and the latter pair displays the land use databases for users to choose the fixed features. Scenarios 2 and 6 then access the VB form of temporal query to control the time component. On the other hand, scenarios 3 and 4 first access the VB form of temporal query for users to fix the time component. This figure shows that many VB forms and modules are shared among the six scenarios. However, they are accessed in difference sequences, and consequently will display and process different temporal GIS databases under each scenarios.
Figure 4.23  Activity Diagram of the Transland Scenario Wizard Implementation

Figure 4.24 illustrates how the above VB modules and forms reference each other as indicated by dotted arrow lines. Several notes about this figure are provided below.

1) frmScenario.frm, dataScenario.bas, stringParseUtil.bas, basSetting.bas, and dbUtil.bas are used to set up scenarios.
Figure 4.24  References among VB Forms and Modules in Transland Scenario Wizard Implementation
2) frmBefore.frm, frmQuery.frm, dataRelate.bas, modMenu.bas, and dataQuery.bas are used to select semantic objects or feature classes via the space-attribute query window.

3) frmAfter.frm, frmReport.bas, frmProperty.frm, and dataProperty.bas are used to determine the content and format of final report.

4) frmScenario.frm and frmAfter act as the start and the end forms.

5) frmTime.frm and frmBefore.frm are accessed in different orders depending on the type of scenario. Scenario 1, 2, 5, and 6 use frmBefore.frm first and then frmTime.frm. They differ from scenario 3 and 4, which access frmTime.frm first. Scenario 3 and 4 are snapshot scenarios with fixed time component. They only explore transportation and land use interactions at one specific time instant (e.g. 1996) that is fixed at the very beginning of scenario analysis. On the other hand, scenarios 1, 2, 5, and 6 allow users to evaluate land use and transportation interaction over different time periods.

If users only want to visualize temporal changes of various GIS databases without running through the Transland scenario wizard, this project also develops an animated visualization tool, written in Java script, to display land use and transportation layers by time. Users simply click the Spatiotemporal Animation button icon in the custom toolbar (see Figure 4.13). The system then displays a dialog window for users to specify the time interval, the map layers, and the display method for the animated visualization (see Figure 4.25). An example of this animated visualization is shown in Figure 4.26. Analysts can use this animated visualization tool to adjust the display speed, to pause the animation, and to replay the animated displays.

Figure 4.25 Dialog Window of Spatiotemporal Animation Tool
Figure 4.26  An Example of Spatiotemporal Animated Visualization in Transland
5. TIME SERIES ANALYSIS

The methodology utilized in this research is based on time series analysis. A time series is defined as an ordered sequence of values of a variable observed at equispaced time intervals. For instance, the following two time series may be observations of two events, $X_t$ and $Y_t$, at $t = 1, 2, \ldots, n$:

\[
x_1, x_2, \ldots, x_n \\
y_1, y_2, \ldots, y_n
\]

Time series analysis is designed to describe the dynamic consequences of time series by developing models and to forecast the future of the system based on historical trends. Basic assumption required to model time series in many time series techniques is that the time series is stationary. If mean value of a time series is same over time, that time series is said to be stationary. Also a stationary process can be defined as a series without trend, constant variance over time, a constant autocorrelation structure over time, and no seasonality. If the time series is non-stationary, it can be transformed to a stationary process applying one of following techniques: differencing, curve fitting, typically with a straight line, and transformation. A stationary time series can be expressed in terms of the mean term and past and present error or innovation vectors. This form of the process is called the moving average (MA) representation. The error should be a white noise, which is a random vector with zero mean by assumption. A lag can be defined as a fixed time displacement. If there are observations, $y_1, y_2, \ldots, y_n$, over time, the lag between $y_2$ and $y_7$ is $5 (= 7 - 2)$.

Two types of time-series analysis approaches were utilized: univariate models and multivariate models. The main difference between univariate and multivariate models is that in a univariate model there is one endogenous variable whereas a multivariate model has multiple endogenous variables. An endogenous variable is one that is internal to the modeled system, the value of which is the result of solving the system. In contrast, an exogenous variable is one that is external to the system being modeled, and the value of an exogenous variable must be specified externally and input into the system.

For univariate models, the key aspect is the estimation of a discrete transfer function. There are two basic multivariate models: vector autoregressive model and vector autoregression with exogenous variables. Univariate models and discrete transfer functions will be described in Section 5.1, and multivariate models will be discussed in Section 5.2.

5.1 Univariate Methodology

In this section, the discrete transfer function, which is a univariate function, is discussed. With discrete transfer function, we can deal with pairs of observations $(X_t, Y)$ at equispaced intervals of time of an input $X$, an exogenous variable, and an output $Y$, an endogenous variable, from some dynamic system. A description of the discrete transfer function is followed by parameter estimation based on the Least Square method. Finally diagnostic tests are presented to check model validity and adequacy.
5.1.1 The Discrete Transfer Function

In many cases, both \( X_t \) and \( Y_t \) are often observed at discrete times, therefore \( X_t \) and \( Y_t \) may be discrete series rather than a continuous process. The relationship between \( X_t \) and \( Y_t \) may be represented in a linear filter form as shown below (Box and Jenkins 1976):

\[
Y_t = v_0 X_t + v_1 X_{t-1} + v_2 X_{t-2} + \Lambda \\
= (v_0 + v_1 B + v_2 B^2 + \Lambda )X_t \\
= v(B)X_t
\]

[Eqn 5.1]

where \( B \) is the backward shift operator (lag operator), which is defined as \( B^k x_t = x_{t-k} \), and the weights \( v_0, v_1, v_2, \ldots \) are called the impulse response coefficients of the system. The operator \( v(B) \), called the transfer function of the filter, may be represented as

\[
v(B) = \sum_{j=0}^{\infty} v_j B^j
\]

[Eqn 5.2]

If there is an initial period of pure delay, \( b \), before the response to a given input change begins to take effect, Eqn 5.1 could be rewritten as

\[
Y_t = v(B)X_{t-b}
\]

[Eqn 5.3]

By substituting in Eqn 5.1 the values \( Y_t = g \), \( 1 = X_t = X_{t-1} = X_{t-2} = \ldots \), the long-run or steady state gain of \( Y_t \) from a change in \( X_t \) will be

\[
\sum_{j=0}^{\infty} v_j = g.
\]

[Eqn 5.4]

Thus, for a stable system the sum of the impulse response weights converges and is equal to the long-run or steady state gain of the system.

Let \( x_t \) denote the incremental changes of \( X_t \) and \( y_t \) denote the incremental changes of \( Y_t \), i.e.,

\[
x_t = X_t - X_{t-1} = \nabla X_t
\]

[Eqn 5.5]

\[
y_t = Y_t - Y_{t-1} = \nabla Y_t
\]

[Eqn 5.6]

where \( \nabla \) is the first-difference operator.

Eqn 5.3 may also be written as

\[
y_t = v(B)x_{t-b}
\]

[Eqn 5.7]

A general model for describing discrete dynamic systems is the linear difference equation
\[(1 + \xi_i \nabla + \Lambda + \xi_r \nabla^r)Y_t = g(1 + \eta_i \nabla + \Lambda + \eta_s \nabla^s)X_{t-b}, \quad [\text{Eqn 5.8}]\]

where \(\xi_i (i = 1, 2, \ldots, r)\) and \(\eta_j (j = 1, 2, \ldots, s)\) are model parameters. Eqn 5.8 is referred to as a transfer function model of order \((r, s)\), in which \(r\) and \(s\) represent the numbers of past values of \(Y\) and \(X\), respectively. Using the backward shift operator, \(B = 1 - \nabla\), the above equation may be written as

\[\begin{align*}
(1 - \delta_i B - \Lambda - \delta_r B^r)Y_t &= (\omega_0 - \omega_i B - \Lambda - \omega_s B^s)X_{t-b} \\
\text{or} \\
\delta(B)Y_t &= \omega(B)X_{t-b} \quad [\text{Eqn 5.9}]
\end{align*}\]

Equivalently, suppose \(\Omega(B) = \omega(B)B^b\), the model may be written as

\[\delta(B)Y_t = \Omega(B)X_t \quad [\text{Eqn 5.10}]
\]

Comparing Eqn 5.10 with Eqn 5.1, we obtain the transfer function of this model as

\[v(B) = \delta^{-1}(B)\Omega(B) \quad [\text{Eqn 5.11}]
\]

5.1.2 Estimation (LS)

The univariate model is assumed to be

\[y_i = \beta_0 x_{1,i} + \beta_1 x_{1,i-1} + \Lambda + \beta_k x_{1,i-k} + e_i \quad [\text{Eqn 5.12}]
\]

where the \(y_i (i = 1, 2, \ldots, n)\) are observations, \(x_{1,i}, x_{1,i-1}, \ldots, x_{1,i-k}\) are the lagged independent variables, the \(\beta_i\) are unknown parameters to be estimated, and the \(e_i\) are uncorrelated errors having zero means and the same variance \(\sigma^2\). Eqn 5.12 can be written in compact form

\[\mathbf{y} = \mathbf{X}\beta + \mathbf{e} \quad [\text{Eqn 5.13}]
\]

where

\[
\begin{bmatrix}
  y_1 \\
  y_2 \\
  \vdots \\
  y_n
\end{bmatrix}, \quad
\begin{bmatrix}
  x_{1,t} & x_{1,t-1} & \Lambda & x_{1,t-k} \\
  x_{2,t} & x_{2,t-1} & \Lambda & x_{2,t-k} \\
  \vdots & \vdots & \ddots & \vdots \\
  x_{n,t} & x_{n,t-1} & \Lambda & x_{n,t-k}
\end{bmatrix}, \quad
\begin{bmatrix}
  \beta_0 \\
  \beta_1 \\
  \vdots \\
  \beta_k
\end{bmatrix}, \quad \text{and} \quad
\begin{bmatrix}
  e_1 \\
  e_2 \\
  \vdots \\
  e_n
\end{bmatrix}.
\]

It is assumed that the rank of \(\mathbf{X}\) is \(k + 1\). The estimates \(\tilde{\beta} = (\tilde{\beta}_0, \tilde{\beta}_1, \ldots, \tilde{\beta}_k)\) of the parameters \(\beta\) are obtained by minimizing the sum of squares.

\[S(\beta) = \mathbf{e}^T \mathbf{e} = (\mathbf{y} - \mathbf{X}\beta)^T (\mathbf{y} - \mathbf{X}\beta) \quad [\text{Eqn 5.14}]
\]
Hence,

$$\hat{\beta} = (X^T X)^{-1} X^T y$$  \[Eqn 5.15\]

5.1.3 Diagnostic Tests

There are a number of tests for checking model validity and adequacy. In this subsection, three model diagnostic tests including Q statistics, ARCH test, and Ramsey’s RESET test are introduced. Q statistics provide the criterion value to check for whiteness of residuals while ARCH test examines the presence of heteroskedasticity. Ramsey’s RESET test checks for the model specification.

5.1.3.1 Q Statistics

As discussed in the section 4.1.2, the $e_i$ in Eqn 5.12 are assumed to be random and uncorrelated white noise. Thus it is necessary to check whether the $e_i$ from the estimated model is close enough to be white noise. The $Q$-statistic at lag $L$ is a test statistic that determines if there is autocorrelation up to order $L$, and is given as

$$Q = N(N + 2) \sum_{k=1}^{L} \frac{r_k^2}{N - k}$$  \[Eqn 5.16\]

where $r_k$ is the $k$-th autocorrelation, $L$ is the number of lags, and $N$ is the number of observations. The null hypothesis to be tested is that there is no autocorrelation up to order $L$. Under the null hypothesis, $Q$-statistic is asymptotically distributed as a $\chi^2$-distribution with degrees of freedom equal to the number of autocorrelations.

The $Q$-statistic is often used as a test of whether the time series has white noise. There remains the practical problem of choosing the order of a lag to use for the test. If a lag is too small, the test may not detect serial correlation at high-order lags. However, if a lag is too large, the test may have low power since the significant correlation at one lag may be diluted by insignificant correlations at other lags.

5.1.3.2 ARCH Test

Let $y_t$ denote an autoregressive process of order $p$ (this process will be discussed in more detail in the subsection 5.2.1), AR($p$), $y_t$ may be expressed as

$$y_t = c + \phi_1 y_{t-1} + \phi_2 y_{t-2} + \cdots + \phi_p y_{t-p} + w_t$$  \[Eqn 5.17\]

where $c$ is a constant, $\phi_1, \phi_2, K, \phi_p$ are parameter estimates of the process, and $w_t$ is a white noise satisfying

$$E(w_t) = 0$$
\[
E(w_t w_t^T) = \begin{cases} 
\sigma^2, & t = \tau \\
0, & t \neq \tau 
\end{cases}
\]

However, the conditional variance of \(w_t\) may change over time while the unconditional variance of \(w_t\) is the constant \(\sigma^2\).

Engle (1982) derived the *Autoregressive Conditional Heteroskedasticity* (ARCH) test based on the Lagrange multiplier principle. This test checks whether the residuals \(w_t\) from a regression model exhibits time-varying heteroskedasticity. When the residuals \(w_t\) for different time have different variances but are uncorrelated with each other, then the residuals \(w_t\) are said to exhibit heteroskedasticity, in which case it is inappropriate to estimate model parameters using the least squares method. Instead, the model needs to be estimated using the GARCH method. Suppose \(w_t\) be regressed on a constant and \(m\) of its own lagged values then it is represented as

\[
w_t^2 = \zeta + \alpha_1 w_{t-1}^2 + \alpha_2 w_{t-2}^2 + \Lambda + \alpha_m w_{t-m}^2 + e_t
\]

where \(t = 1, 2, \ldots, T\) and \(e_t\) is a new white noise process satisfying \(E(e_t) = 0\) and \(E(e_t e_{t}) = \lambda^2\) for \(t = \tau\), otherwise 0. The linear projection of the squared error of a forecast of \(y_t\) on the previous \(m\) squared forecast errors is given by

\[
E(w_t^2 | w_{t-1}^2, w_{t-2}^2, \ldots) = \zeta + \alpha_1 w_{t-1}^2 + \alpha_2 w_{t-2}^2 + \Lambda + \alpha_m w_{t-m}^2
\]

A white noise process \(w_t\) satisfying Eqn 5.18 is described as an *autoregressive conditional heteroskedastic* process of order \(m\), denoted \(w_t \sim ARCH(m)\). The sample size \(T\) times the centered \(R^2\) from the regression of Eqn 5.17 converges in distribution to a \(\chi^2\) variable with \(m\) degrees of freedom under the null hypothesis that \(w_t\) is assumed to be independent and identically distributed (i.i.d.) \(N(0, \sigma^2)\) (Hamilton 1994).

### 5.1.3.3 Ramsey’s RESET Test

Ramsey (1969) developed a test called RESET (Regression Specification Errors Test) to test the hypothesis that no relevant explanatory variables have been omitted from the regression equation. Suppose the true model is

\[
y = X_1 \beta_1 + X_2 \beta_2 + \varepsilon
\]

where \(X_1\) is an \((N \times K)\) matrix of nonstochastic and observable process and \(X_2\) is unobservable and \(\varepsilon\) is white noise following all basic assumptions. The hypothesis to be tested is

\[
H_0: \quad \beta_2 = 0, \quad H_A: \quad \beta_2 \neq 0.
\]

Since \(X_2\) is unobservable, \(X_2 \beta_2\) has to be approximated by \(Z \theta\), where \(Z\) is a \((N \times K)\) set of
observable, nonstochastic test variables and $\theta$ is a $(P \times 1)$ vector of corresponding coefficients. The method of least squares is then applied to

$$\mathbf{y} = \mathbf{X}_1 \beta_1 + \mathbf{Z} \theta + \mathbf{u}$$  \[\text{Eqn 5.21}\]

resulting in

$$\bar{\theta} = (\mathbf{Z}^T \mathbf{M}_1 \mathbf{Z})^{-1} \mathbf{Z}^T \mathbf{M}_1 \mathbf{y}$$  \[\text{Eqn 5.22}\]

where $\mathbf{M}_1 = \mathbf{I} - \mathbf{X}_1 (\mathbf{X}_1^T \mathbf{X}_1)^{-1} \mathbf{X}_1^T$. Therefore,

$$E(\bar{\theta}) = (\mathbf{Z}^T \mathbf{M}_1 \mathbf{Z})^{-1} \mathbf{Z}^T \mathbf{M}_1 \mathbf{X}_2 \beta_2$$  \[\text{Eqn 5.23}\]

Thus, under $H_0$,

$$E(\bar{\theta}) = 0$$

and, under $H_A$,

$$E(\bar{\theta}) \neq 0 \quad \text{(unless } \mathbf{Z}^T \mathbf{M}_1 \mathbf{X}_2 \beta_2 = 0).$$

This means that a test of significance of $\bar{\theta}$ would provide an enough evidence to reject $H_0$ as long as $\mathbf{Z}^T \mathbf{M}_1 \mathbf{X}_2 \beta_2 \neq 0$.

5.1.4 Efficient Estimation (GARCH)

Suppose that the white noise $w_t$ in Eqn 5.17 is

$$w_t = \sqrt{h_t} \cdot v_t$$  \[\text{Eqn 5.24}\]

where $v_t$ is an i.i.d. sequence with zero mean and unit variance and where $h_t$ evolves according to

$$h_t = \zeta + \alpha_1 w_{t-1}^2 + \alpha_2 w_{t-2}^2 + \Lambda + \alpha_m w_{t-m}^2$$  \[\text{Eqn 5.25}\]

The generalized process for which the conditional variance depends on an infinite number of lags of $w_{t,j}$ with lag operator $B$ is represented as

$$h_t = \zeta + \pi(B) w_t^2$$  \[\text{Eqn 5.26}\]

where
\[
\pi(B) = \sum_{j=1}^{\infty} \pi_j B^j \tag{Eqn 5.27}
\]

If \( \pi(B) \) is parameterized as the ratio of two finite-order polynomials, then
\[
\pi(B) = \frac{\alpha(B)}{1 - \delta(B)} = \frac{\alpha_1 B^1 + \alpha_2 B^2 + \Lambda + \alpha_m B^m}{1 - \delta_1 B^1 - \delta_2 B^2 - \Lambda - \delta_r B^r} \tag{Eqn 5.28}
\]

where we assume that the roots of \( 1 - \delta(z) = 0 \) are outside the unit circle. By multiplying \( 1 - \delta(B) \), Eqn 5.26 becomes
\[
[1 - \delta(B)]h_t = [1 - \delta(B)]\xi_t + \alpha(B)w^2_t,
\]

or
\[
h_t = \kappa + \delta_1 h_{t-1} + \delta_2 h_{t-2} + \Lambda + \delta_r h_{t-r} + \alpha_1 w^2_{t-1} + \alpha_2 w^2_{t-2} + \Lambda + \alpha_m w^2_{t-m} \tag{Eqn 5.29}
\]

for \( \kappa = [1 - \delta_1 - \delta_2 - \ldots - \delta_r] \xi \). Eqn 5.29 is the _generalized autoregressive conditional heteroskedasticity_ model, denoted as \( w_t \sim \text{GARCH}(r, m) \).

### 5.2 Multivariate Methodology

In this section, two multivariate models are described: vector autoregressive model (VAR) and vector autoregression with an exogenous variable (VARX). VAR identifies the interactions between endogenous variables, while VARX allows one to examine the impact from policy instruments or control variables (exogenous variables) to variables (endogenous variables) in the system. An exogenous variable is defined outside of the system.

After the discussion of two types of multivariate models, restricted system is described. A large estimation uncertainty for the model coefficients leads to imprecision in the estimation of cumulative impacts, which is one of the interests for this research. This problem may be cured by imposing constraints on the coefficients, resulting in a restricted system.

#### 5.2.1 Vector AutoRegressive (VAR) Model

In this sub-section, VAR model is described in terms of model structure and estimation. Five criteria to select an appropriate order of model are presented. Four diagnostic tests including AR root test, Correlogram, Lagrange Multiplier test, and Portmanteau test are first described. Granger Causality test, which provides test statistics to check whether there is a causal relationship between two variables, is then introduced. Finally impulse response is discussed to examine the response of one variable to an impulse in another variable in a system that contains a number of other variables as well.
5.2.1.1 Model

In forecasting, it is plausible to predict the future value of the variable of interest based at least partially on data collected in the past since the growth rate in a certain period time has a significant influence to the next period time. In other words, the past value of the variable of interest helps to forecast the value of variable in period \( t \). Let \( \text{y}_t \) denote the value of the variable at time \( t \) and \( \text{w}_t \) is a random variable. Then a dynamic equation relating these variables is given below:

\[
y_t = \phi \text{y}_{t-1} + \text{w}_t
\]  
[Eqn 5.30]

This equation is a linear first-order difference equation because only first lag of variable \( (\text{y}_{t-1}) \) appears in the equation. By generalizing the dynamic system described in Eqn 5.12 to model the value of \( y \) at time \( t \) with \( p \) of its own lags and the current value of the input variable \( \text{w}_t \), a linear \( p^{th} \)-order difference equation is obtained as shown below:

\[
y_t = \phi_1 \text{y}_{t-1} + \phi_2 \text{y}_{t-2} + \Lambda + \phi_p \text{y}_{t-p} + \text{w}_t
\]  
[Eqn 5.31]

By substituting the input variable \( \text{w}_t \) in Eqn 5.30 with \( \text{w}_t = c + \varepsilon_t \), we have a first-order autoregression denoted \( AR(1) \) and represented as the following difference equation:

\[
Y_t = c + \phi Y_{t-1} + \varepsilon_t
\]  
[Eqn 5.32]

where \( \varepsilon_t \) is a white noise process satisfying conditions: \( E(\varepsilon_t) = 0, \ E(\varepsilon_t^2) = \sigma^2 \), and \( E(\varepsilon_t \varepsilon_{t'}) = 0 \) for \( t \neq t' \). A white noise \( \varepsilon_t \) is assumed to be normally independently identically distributed with zero mean and unit variance, \( \varepsilon_t \sim i.i.d. \ N(0, 1) \). By successively substituting the preceding value of the variable in Eqn 5.32, \( Y_t \) could be expressed as below.

\[
Y_t = c + \phi Y_{t-1} + \varepsilon_t
\]

\[
= (c + \varepsilon_t) + \phi(c + \phi Y_{t-2} + \varepsilon_{t-1})
\]

\[
= (c + \varepsilon_t) + \phi(c + \varepsilon_{t-1}) + \phi^2 Y_{t-2}
\]

\[
M
\]

\[
= (c + \varepsilon_t) + \phi(c + \varepsilon_{t-1}) + \phi^2 (c + \varepsilon_{t-2}) + \Lambda
\]

\[
= (c + c \phi + \phi^2 c + \Lambda) + (\varepsilon_t + \phi \varepsilon_{t-1} + \phi^2 \varepsilon_{t-2} + \Lambda)
\]

\[
= [c / (1 - \phi)] + \varepsilon_t + \phi \varepsilon_{t-1} + \phi^2 \varepsilon_{t-2} + \Lambda
\]

The result of taking expectations of Eqn 5.33 is

\[
E(Y_t) = [c / (1 - \phi)] + 0 + 0 + \ldots
\]

so that the mean of \( AR(1) \) process is \( \mu = c / (1 - \phi) \).
A $p^{th}$-order autoregression, denoted $AR(p)$, satisfies
\[ Y_t = c + \phi_1 Y_{t-1} + \phi_2 Y_{t-2} + \ldots + \phi_p Y_{t-p} + \varepsilon_t. \]  \[\text{[Eqn 5.34]}\]

However, the value of the variable of interest is not only related to its past values but also depends on past values of other variables. Moreover, it is often of interest to learn about the dynamic interrelationships among a set of variables. Multivariate autoregressive model or vector autoregressive (VAR) model investigating the dynamic interrelationships is discussed in this section. The VAR model is merely a multiple time series generalization of the AR model. A $p^{th}$-order vector autoregression, denoted $VAR(p)$, is a vector generalization of Eqn 5.34.
\[ y_t = c + \Phi_1 y_{t-1} + \Phi_2 y_{t-2} + \ldots + \Phi_p y_{t-p} + u_t \]  \[\text{[Eqn 5.35]}\]

Here $y_t = (y_{1t}, \ldots, y_{Nt})^T$ is a $N$-dimensional multiple time series, $c = (c_1, \ldots, c_N)^T$ denotes an $(N \times 1)$ vector of constants and $\Phi_i$ is an $(N \times N)$ matrix of autoregressive coefficients for $i = 1, 2, \ldots, p$. The $(N \times 1)$ vector $u_t$ is a vector generalization of white noise satisfying $E(u_t) = 0$ and $E(u_t u_t^T) = \Omega$ for $t = \tau$, otherwise 0.

5.2.1.2 Estimation

Let’s define the following vectors and matrices:
\[ Y = \begin{bmatrix} y_1, & K, & y_N \end{bmatrix} (N \times T), \]
\[ B = \begin{bmatrix} v, & \Phi_1, & K, & \Phi_p \end{bmatrix} (N \times (Np + 1)), \]
\[ Z_t = \begin{bmatrix} 1 \\ y_t \\ \vdots \\ y_{t-p+1} \end{bmatrix} ((Np + 1) \times 1), \]
\[ Z = \begin{bmatrix} Z_0, & K, & Z_{T-1} \end{bmatrix} ((Np + 1) \times T), \]  \[\text{[Eqn 5.36]}\]
\[ U = \begin{bmatrix} u_1, & K, & u_T \end{bmatrix} (N \times T), \]
\[ y = \text{vec}(Y) (NT \times 1), \]
\[ \beta = \text{vec}(B) ((N^2p + N) \times 1), \]
\[ b = \text{vec}(B') ((N^2p + N) \times 1), \]
\[ u = \text{vec}(U) (NT \times 1) \]

where vec is the column stacking operator and $T$ is a sample size or time series length. Using the above notations, the $VAR(p)$ model in Eqn 5.35 can be written in compact form
\[ Y = BZ + U \]  \[\text{[Eqn 5.37]}\]

or
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vec(\(Y\)) = vec(BZ) + vec(U) \\
= (Z \otimes I_N)vec(B) + vec(U)

or

\[y = (Z^\top \otimes I_N)\beta + u\]  \[\text{[Eqn 5.38]}\]

where \(\otimes\) is the Kronecker product. Note that the covariance matrix \(\Sigma\) of \(u\) is

\[\Sigma_u = I_T \otimes \Sigma_u.\]  \[\text{[Eqn 5.39]}\]

Thus, multivariate LS estimation of \(\beta\) means to choose the estimator that minimizes

\[S(\beta) = u^\top (I_T \otimes \Sigma_u)^{-1} u = u^\top (I_T \otimes \Sigma_u^{-1}) u\]

\[= (y - (Z \otimes I_N)\beta)^\top (I_T \otimes \Sigma_u^{-1}) (y - (Z \otimes I_N)\beta)\]

\[= \text{vec}(Y - BZ)^\top (I_T \otimes \Sigma_u^{-1}) \text{vec}(Y - BZ)\]

\[= \text{tr}[(Y - BZ)^\top \Sigma_u^{-1} (Y - BZ)].\]  \[\text{[Eqn 5.40]}\]

Note that \(\text{tr}(M)\) or \(\text{tr} M\) is the trace of \(M\). In order to find the minimum of this function we note that

\[S(\beta) = y'(I_T \otimes \Sigma_u^{-1})y + \beta'(Z \otimes I_N)(I_T \otimes \Sigma_u^{-1}) \beta - 2\beta'(Z \otimes I_N)(I_T \otimes \Sigma_u^{-1}) y\]

\[= y'(I_T \otimes \Sigma_u^{-1})y + \beta'(ZZ^\top \otimes \Sigma_u^{-1}) \beta - 2\beta'(Z \otimes \Sigma_u^{-1}) y\]

Hence,

\[\frac{\partial S(\beta)}{\partial \beta} = 2(ZZ^\top \otimes \Sigma_u^{-1}) \beta - 2(Z \otimes \Sigma_u^{-1}) y.\]

Equating to zero gives the normal equations

\[(ZZ^\top \otimes \Sigma_u^{-1}) \tilde{\beta} = (Z \otimes \Sigma_u^{-1}) y\]  \[\text{[Eqn 5.41]}\]

and consequently, the LS estimator is

\[\tilde{\beta} = ((ZZ^\top)^{-1} \otimes \Sigma_u)(Z \otimes \Sigma_u^{-1}) y\]

\[= ((ZZ)^{-1} \otimes I_N)y\]

Note that this estimator is also the Maximum Likelihood (ML) estimator, \(\hat{\sigma}\).

5.2.1.3 Order Selection

The approximate mean squared error (MSE) matrix of the one-step predictor will increase with
the order \( p \) (Lütkepohl 1993). Thus, applying unnecessarily large \( p \) will result in imprecise estimates of the corresponding VAR(\( p \)) model. Consequently the imprecise parameter estimates will reduce the estimation precision of the impulse responses. Therefore it is necessary to have procedures or criteria for choosing an adequate VAR order.

Obviously there is not just one correct VAR order for the process \( y \), in Eqn 5.35. Lütkepohl (1993) defined VAR order, so-called the order of the process, as a unique number \( p \) if \( \Phi_p \neq 0 \) and \( \Phi_i = 0 \) for \( i > p \) so that \( p \) is the smallest possible order.

There are five criteria to determine the order of the process discussed in this subsection. They are driven by different reasoning and objectives. First, the principle of the likelihood ratio (LR) testing is based on comparing the maxima of the log-likelihood function over the unrestricted and restricted parameter space. The likelihood ratio statistics is

\[
\lambda_{LR} = 2[\ln(\hat{\beta}) - \ln(\tilde{\beta})] \quad [\text{Eqn 5.42}]
\]

where \( \hat{\beta} \) is the unrestricted maximum likelihood estimator and \( \tilde{\beta} \) is the restricted maximum likelihood estimator.

To determine the correct VAR order, i.e., the number of observations of the endogenous variable \( Y \) to be included in the model, it is necessary to set up sequence of tests checking if coefficient matrix \( \Phi \) is zero. If coefficient matrix \( \Phi_M \) at the VAR order \( M \) is zero (\( H_0: \Phi_M = 0 \)), the VAR order \( M \) is not significant. Thus the next VAR order \( M-1 \) is tested, and this test continues until the VAR order becomes 1. For instance, assuming \( M \) is an upper bound for the VAR order, the following sequence of null and alternative hypotheses may be tested using LR tests:

\[
H_i^1: \Phi_i = 0 \quad \text{against} \quad H_i^1: \Phi_i \neq 0 \quad (i = 1, \ldots, M) \\
H_i^M: \Phi_1 = 0 \quad \text{against} \quad H_i^M: \Phi_1 \neq 0 \quad (i = 1, \ldots, M) \\

\text{where} \quad \lambda_{LR} = T[\ln(\hat{\Sigma}_u(M-i))-\ln(\tilde{\Sigma}_u(M-i+1))] \quad [\text{Eqn 5.44}]
\]

where \( \hat{\Sigma}_u(m) \) denotes the maximum likelihood estimator of \( \Sigma_u \) when a VAR(\( m \)) model is fitted to a time series of length \( T \). For testing, since we have \( N^2 \) restrictions, we can use critical values from a \( \chi^2(N^2) \)-distribution. Alternatively one may use \( \lambda_{LR}(i)/N^2 \) in conjunction with the \( F(N^2, T - N(M-i+1) - 1) \)-distribution.

It should be noted that the significance levels of the individual tests must be distinguished from the Type I error of the entire procedure because rejection of \( H_0^i \) means that \( H_{i+1}^0, \ldots, H_M^0 \) are
automatically rejected, too.

If we are interested in obtaining a good model for prediction, it makes sense to choose the order such that forecast mean squared error (MSE) is minimized. Hence we will discuss criteria based on the forecasting objective. One of such criteria is the final prediction error (FPE) criterion:

\[
FPE(m) = \det \left[ \frac{T + Nm + 1}{T} \frac{T}{T - Nm - 1} \tilde{\Sigma}_u(m) \right] = \left[ \frac{T + Nm + 1}{T - Nm - 1} \right]^N \det(\tilde{\Sigma}_u(m))
\]  

[Eqn 5.45]

Based on the FPE criterion the estimate \( \hat{p}(FPE) \) of \( p \) is chosen such that

\[
FPE[\hat{p}(FPE)] = \min \{FPE(m) | m = 0, 1, K, M\}.
\]

That is, VAR models of orders \( m = 0, 1, \ldots, M \) are estimated and the corresponding \( FPE(m) \) values are computed. The order minimizing the FPE values is then chosen as the estimate for \( p \).

Another criterion is called Akaike’s Information Criterion (AIC). For a VAR(m) process the criterion is defined as

\[
AIC(m) = \ln|\tilde{\Sigma}_u(m)| + \frac{2mN^2}{T}
\]  

[Eqn 5.46]

The estimate \( \hat{p}(AIC) \) for \( p \) is chosen so that this criterion is minimized.

Two other criteria have been used popularly in recent studies. The first one is Hannan-Quinn criterion, denoted as HQ:

\[
HQ(m) = \ln|\tilde{\Sigma}_u(m)| + \frac{2\ln T}{T} (number\ of\ freely\ estimated\ parameters)
\]  

[Eqn 5.47]

The estimate \( \hat{p}(HQ) \) is the order that minimizes HQ(m) for \( m = 0, 1, \ldots, M \).

SC is the other criterion devised by Schwarz (1978) using Bayesian arguments and is defined as
\[ SC(m) = \ln|\hat{\Sigma}_u(m)| + \frac{\ln T}{T} \text{(number of freely estimated parameters)} \]
\[ = \ln|\hat{\Sigma}_u(m)| + \frac{\ln T}{T} mN^2 \]  

[Eqn 5.48]

Again the order estimate \( \bar{p}(SC) \) is chosen to minimize the value of the criterion.

5.2.1.4 Diagnostic Tests

Diagnosis tests described here include AR Roots, Correlogram, LM test, and Portmanteau test. These tests are for the purposes of checking model adequacy. AR roots checks the stability of model. Correlogram detects autocorrelation of a series. LM test examines serial correlation of the residuals. Portmanteau test checks for the whiteness of the residuals.

AR roots

The estimated VAR\( (p) \) process is stable (stationary) if its reverse characteristic polynomial, 
\[ \det(I_N - \Phi z) = \det(I_N - \Phi_1 z - \ldots - \Phi_p z^p) \], has no roots in and on the complex unit circle (Lütkepohl 1991). In other words, \( y_t \) is stable if
\[ \det(I_N - \Phi_1 z - \ldots - \Phi_p z^p) \neq 0 \quad \text{for } |z| \leq 1. \]  

[Eqn 5.49]

This condition is called the stability condition. There will be \( k \times p \) roots, where \( k \) is the number of endogenous variables and \( p \) is the largest lag. If the VAR\( (p) \) process is not stable, certain results (such as impulse response standard errors) are not valid. Non-stationary time series may be transformed to a stationary series by differencing once or more times.

Correlogram

Correlogram is a graph showing autocorrelation of a series with plus or minus two times the asymptotic standard errors of the lagged correlations. To check the white noise assumption for the residuals of a VAR\( (p) \) process in Eqn 5.35, the estimated autocorrelation matrices of the \( u_t \), denoted by \( R_i \), can be computed as
\[ R_i = D^{-1} C_i D^{-1} \quad i = 0, 1, \ldots, h, \]  

[Eqn 5.50]

where \( D \) is a \((N \times N)\) diagonal matrix with the standard deviations of the components of \( u_t \) on the diagonal and \( C_i \) is the autocovariance matrices of \( u_t \). The autocovariance matrices of \( u_t \) are estimated as
\[ C_i = \frac{1}{T} \sum_{t=i+1}^{T} u_t u_{t-i} = \frac{1}{T} \sum_{t=i+1}^{T} (u_t - \bar{u})(u_{t-i} - \bar{u})' \]  

[Eqn 5.51]
where $\bar{u} = \frac{1}{T} \sum_{t=1}^{T} u_t$.

The diagonal elements of $D$ are the square roots of the diagonal elements of $C_0$. Denoting the covariance between $u_{m,i}$ and $u_{n,i}$ by $c_{mn,i}$, the diagonal elements $c_{11,0}$, ..., $c_{NN,0}$ of $C_0$ are the variances of $u_{1,t}$, ..., $u_{N,t}$. Thus,

$$D^{-1} = \begin{bmatrix}
\frac{1}{\sqrt{c_{11}(0)}} & 0 \\
0 & \frac{1}{\sqrt{c_{NN}(0)}}
\end{bmatrix}$$

[Eqn 5.52]

and the correlation between $u_{m,i}$ and $u_{n,i}$ is

$$r_{mn,i} = \frac{c_{mn,i}}{\sqrt{c_{mm,0}} \sqrt{c_{nn,0}}}$$

[Eqn 5.53]

which is the $mn$th element of $R_i$.

**Lagrange Multiplier Test**

The Lagrange Multiplier (LM) test provides the test statistics for residual serial correlation up to the specified order. The hypothesis for the test is shown as

$$H_0: \varphi(\beta) = 0 \text{ against } H_1: \varphi(\beta) \neq 0,$$

[Eqn 5.54]

where $\beta$ is $(N^2p + N)$-dimensional parameter vector and $\varphi(\cdot)$ is a twice continuously differentiable function with values in the $K$-dimensional space. In other words, $\varphi(\beta)$ is an $(K \times 1)$ vector and it is assumed that the matrix $\partial \varphi / \partial \beta^T$ of first partial derivatives has rank $K$ at the true parameter vector.

The LM statistic for testing the hypothesis in Eqn 5.54 is

$$\lambda_{LM} = s(\tilde{\beta}_r)' I_a(\tilde{\beta}_r, \tilde{\Sigma}_u)^{-1} s(\tilde{\beta}_r) / T$$

[Eqn 5.55]

where

$$s(\tilde{\beta}_r) = \frac{\partial \ln l_0}{\partial \beta} \bigg|_{\tilde{\beta}_r} = \sum_{t=1}^{T} \left[ \frac{\partial u_t(\bar{\gamma}, \beta)_i}{\partial \beta} \bigg|_{\tilde{\beta}_r} \right] (\tilde{\Sigma}_u)^{-1} \bar{u}_t(\bar{\gamma}, \tilde{\beta}_r)$$

[Eqn 5.56]
is the score vector evaluated at the restricted estimator \( \tilde{\beta}_r \) and

\[
\tilde{T}_u(\tilde{\beta}_r, \tilde{\Sigma}_u^r) = \frac{1}{T} \sum_{t=1}^{T} \left[ \frac{\partial u_t(\tilde{y}, \tilde{\beta})}{\partial \tilde{\beta}} \right] (\tilde{\Sigma}_u^r)^{-1} \left[ \frac{\partial u_t(\tilde{y}, \tilde{\beta})}{\partial \tilde{\beta}} \right] \quad [\text{Eqn 5.57}]
\]

is an estimator of the asymptotic information matrix based on the restricted estimator \( \tilde{\beta}_r \). Here

\[
\tilde{\Sigma}_u^r = \frac{1}{T} \sum_{t=1}^{T} \tilde{u}_t(\tilde{y}, \tilde{\beta}) \tilde{u}_t(\tilde{y}, \tilde{\beta})'.
\]

[Eqn 5.58]

Under the null hypothesis of no serial correlation of order \( h \), the statistic \( \lambda_{LM} \) is asymptotically distributed as a \( \chi^2(h) \). Using the LM test it is particularly easy to test larger VAR orders against a maintained model because we only need an estimator of the coefficients of the VAR(\( p \)) process when testing a given VAR(\( p \)) specification against a VAR(\( p + s \) model).

**Portmanteau tests**

Portmanteau test is a popular tool for checking whiteness of the residuals and is used to check the overall significance of the residual autocorrelations up to lag \( h \). The hypothesis to test is

\[
H_0: R_h = (R_1, \ldots, R_h) = 0 \quad \text{against} \quad H_1: R_h \neq 0. \quad [\text{Eqn 5.59}]
\]

The test statistic is

\[
P_h = T^2 \sum_{i=1}^{h} (T - i)^{-1} \text{tr}((\tilde{E}_i \tilde{E}_i^{-1} \tilde{E}_i \tilde{E}_i^{-1})) \quad [\text{Eqn 5.60}]
\]

where \( \text{tr}(M) \) is trace of \( M \) and

\[
\tilde{E}_i = \frac{1}{T} \sum_{t=i+1}^{T} \tilde{a}_t \tilde{a}_t'. \quad [\text{Eqn 5.61}]
\]

The test statistic has an approximate asymptotic \( \chi^2 \)-distribution.

**5.2.1.5 Granger Causality Test**

Granger (1969) proposed testable definitions of causality based on the predictability of a stochastic series. For instance, if only past values of a stationary time series \( Y_t \) help in the prediction of a stationary time series \( X_t \), then \( Y_t \) is said to cause \( X_t \). If \( X_t \) and \( Y_t \) are two stationary time series with zero means, the general causal model with instantaneous causality is
\[ X_t + b_0 Y_t = \sum_{j=1}^{m} a_j X_{t-j} + \sum_{j=1}^{m} b_j Y_{t-j} + \varepsilon_t \]  
\begin{equation} \text{[Eqn 5.62]} \end{equation}

\[ Y_t + c_0 X_t = \sum_{j=1}^{m} c_j X_{t-j} + \sum_{j=1}^{m} d_j Y_{t-j} + \eta_t \]  
\begin{equation} \text{[Eqn 5.63]} \end{equation}

where \( \varepsilon_t, \eta_t \) are taken to be two uncorrelated white-noise series, i.e., \( E[\varepsilon_t \varepsilon_s] = E[\eta_t \eta_s] = 0, s \neq t \), and \( E[\varepsilon_t \eta_s] = 0 \) for all \( t, s \). In practice, it is assumed that \( m \) is finite and shorter than the given time series. If \( b_0 = c_0 = 0 \), then the given model will be the simple causal model without considering instantaneous causal relations.

To further understand Granger’s idea, suppose that \( Y_t(\Omega_t) \) is the optimal \( h \)-step predictor of the process \( Y_t \) with minimum MSE at origin \( t \), based on the information in \( \Omega_t \) containing all the relevant information in the universe available up to and including period \( t \). Let \( \Sigma_z(\Omega_t) \) denote the corresponding forecast MSE. The process \( X_t \) is said to cause \( Y_t \) in Granger’s sense if

\[ \Sigma_z(\Omega_t) < \Sigma_z(\Omega_t \setminus \{X_s | s \leq t\}) \]  
\begin{equation} \text{[Eqn 5.64]} \end{equation}

where \( \Omega_t \setminus \{X_s | s \leq t\} \) is the set containing all the relevant information in the universe except for the information in the past and present of the \( X_t \) process.

### 5.2.1.6 Impulse Response

Granger-causality tests the causal relationship between two variables. In practice we often need to know the response of one variable to an impulse in another variable in a system that contains a number of other variables as well. This type of causality may be traced to find out the effect of an innovation (or a sudden change or a shock) in one of the variable on other variables.

Any VAR(\( p \)) process as described in Eqn 5.35 may be written in the VAR(1) form (Lütkepohl 1993). The corresponding VAR(1) process is

\[ Y_t = v + \Phi Y_{t-1} + U_t \]

where

\[ Y_t = \begin{bmatrix} y_t \\ y_{t-1} \\ \vdots \\ y_{t-p+1} \end{bmatrix}, \quad v = \begin{bmatrix} v \\ 0 \\ \vdots \\ 0 \end{bmatrix}, \quad \Phi = \begin{bmatrix} \Phi_1 & \Phi_2 & \Lambda & \Phi_{p-1} & \Phi_p \\ I_N & 0 & \Lambda & 0 & 0 \\ 0 & I_N & 0 & 0 & \vdots \\ \vdots & \vdots & \vdots & \vdots & \vdots \\ M & O & M & M & \vdots \\ 0 & 0 & \Lambda & I_N & 0 \end{bmatrix}, \quad \text{and} \ U_t = \begin{bmatrix} u_t \\ 0 \\ \vdots \\ 0 \end{bmatrix}. \]

\((Np \times 1)\)  \((Np \times 1)\)  \((Np \times Np)\)  \((Np \times 1)\)

If the stability condition, \( \det(I_N - \Phi z) \neq 0 \) for \( |z| \leq 1 \), is satisfied, \( Y_t \) may be represented as
\[ \mathbf{Y}_t = \mu + \sum_{i=0}^{\infty} \Phi^i \mathbf{U}_{t-i} \]  

\[ \text{[Eqn 5.65]} \]

where \( \mathbf{Y}_t \) is expressed in terms of past and present error or innovation vectors \( \mathbf{U}_t \) and the mean term \( \mu \). This representation is known as the moving average (MA) representation. Multiplying Eqn 5.65 by the matrix \( \mathbf{J} = [I_N \ 0 \ldots \ 0] \), we have an MA representation of \( y_t \), which is shown as

\[ y_t = \mathbf{J} \mathbf{Y}_t = \mathbf{J} \mu + \sum_{i=0}^{\infty} \mathbf{J} \Phi^i \mathbf{J} \mathbf{U}_{t-i} = \mu + \sum_{i=0}^{\infty} \Pi_i \mathbf{u}_{t-i} \]  

\[ \text{[Eqn 5.66]} \]

Under the assumptions that \( \mathbf{v} = 0, y_t = 0 \) for \( t < 0 \), \( u_t = 0 \) for \( t > 0 \), and \( y_0 = u_0 \) is a \( N \)-dimensional unit vector with a one at the \( k \)th coordinate and zeroes elsewhere, the impulse responses are the elements of the upper left-hand \( (N \times N) \) block of \( \Phi^i \) in Eqn 5.65. Also as represented in Eqn 5.67 the matrix \( \Phi_i \) is the \( i \)-th coefficient matrix \( \Pi_i \) of the MA representation above. Therefore, \( \Phi_{jk,i} \), or the \( jk \)-th element of \( \Pi_i \), represents the response of the \( j \)-th variable of the system to a unit shock of variable \( k \) at \( i \) periods ago.

### 5.2.2 Vector AutoRegression with an eXogenous Variable

Since transportation improvement projects are determined outside the system of land use, it should be treated as an exogenous variable while land use variables are endogenous variables. Vector autoregression with an exogenous variable, denoted as VARX\((p, s)\), allows one to investiate impacts from policy instruments or control variables (exogenous variables).

In this subsection, the structure of VARX models and model estimation are described. The VARX order \( p \) for endogenous variables may be decided based on five order selection criteria: the likelihood ratio (LR), final prediction error (FPE), Akaike information criterion (AIC), Schwarz information criterion (SC), and Hannan-Quinn information criterion (HQ). These criteria have been described earlier in Section 5.2.1.3. The VARX order \( s \) for an exogenous variable can be determined via trial-and-error. Since diagnostic tests for VARX models are the same as those for VAR models, they are not described in this sub-section again. Multiplier analysis to invesitgate impacts from an exogenous variable to an endogenous variable is presented.

#### 5.2.2.1 VARX Model

In Section 5.2.1, the joint generation process of variables of interest has been discussed. In practice the generation process may be affected by other variables from outside of the system of interest, or exogenous variables. Reinsel (1997) claimed that if a variable \( X_t \) causes \( Y_t \) but \( Y_t \) does not cause \( X_t \), \( X_t \) is referred to as an exogenous variable. By reformulating Eqn 5.35 with an endogenous variable, \( \mathbf{y}_t = (y_{1t}, \ldots, y_{kt})^T \), and an exogenous variable, \( \mathbf{x}_t = (x_{1t}, \ldots, x_{rt})^T \), VARX\((p, s)\) may be written as
\[
y_i = \delta + \sum_{i=1}^{p} \Phi_i y_{i-j} + \sum_{i=0}^{s} \Theta_i x_{i-i} + \varepsilon_i
\]

or
\[
\begin{bmatrix}
y_1 \\
y_2 \\
\vdots \\
y_N
\end{bmatrix} = \begin{bmatrix}
\delta_1 \\
\delta_2 \\
\vdots \\
\delta_N
\end{bmatrix} + \sum_{i=1}^{p} \begin{bmatrix}
\Phi_{11} & \Phi_{12} & L & \Phi_{1N} \\
\Phi_{21} & \Phi_{22} & L & \Phi_{2N} \\
\vdots & \vdots & \ddots & \vdots \\
\Phi_{N1} & \Phi_{N2} & L & \Phi_{NN}
\end{bmatrix} \begin{bmatrix}
y_1 \\
y_2 \\
\vdots \\
y_N
\end{bmatrix} + L + \sum_{j=0}^{s} \begin{bmatrix}
\Theta_1 \\
\Theta_2 \\
\vdots \\
\Theta_N
\end{bmatrix} \begin{bmatrix}
x_{j-i} \\
\vdots \\
\vdots \\
x_{N-j}
\end{bmatrix} + \begin{bmatrix}
\varepsilon_1 \\
\varepsilon_2 \\
\vdots \\
\varepsilon_N
\end{bmatrix} \tag{Eqn 5.67}
\]

where \( \delta \) is a \((N \times 1)\) constant vector and \( \Phi_i \) and \( \Theta_i \) are \((N \times N)\) matrices of coefficients for \( i = 1, 2, \ldots, p \) and \( i = 1, 2, \ldots, s \), respectively.

Order selection is done in the same way as discussed in the previous section and model estimation is also accomplished by LS estimation. Thus diagnostics tests discussed in the previous section are applicable to the VARX model.

### 5.2.2.2 Multipliers Analysis

In the context of transportation and urban planning, it is often of interest to investigate the marginal impact of changes in the exogenous variables. Suppose that the exogenous variables are instruments or control variables for transportation system, transportation planners or policy-makers will desire to know the consequences of changes in these control variables. For example, transportation planners or policy-makers may want to know the effects of a change in toll price on travel behavior. In this case the endogenous variable is travel behavior and the exogenous variable is toll price.

Using the lag operator notation, the process may be written as
\[
\Phi(L)y_t = \Theta(L)x_t + \varepsilon_t, \tag{Eqn 5.68}
\]

where \( \delta = 0 \), \( \Phi(L) = I_N - \Phi_1 L - \ldots - \Phi_p L^p \) and \( \Theta(L) = \Theta_0 + \Theta_1 L + \ldots + \Theta_s L^s \).

It is useful to solve the system Eqn 5.68 for the endogenous variables in order to see the effect of a change in an exogenous variable on the endogenous variables. Assuming that the inverse of \( \Phi(L) \) exists and multiplying both side of Eqn 5.49 with \( \Phi(L)^{-1} \), the system becomes
\[
y_t = D(L)x_t + \Phi(L)^{-1} \varepsilon_t \tag{Eqn 5.69}
\]

where \( D(L) = \Phi(L)^{-1} \Theta(L) \). The operator \( D(L) \) represents the transfer function that transfers the observable inputs into the outputs of the system (Lütkepohl 1993). This transfer function may be represented by its coefficient matrices \( D_i = (d_{ki,i}) \) as
\[
D(L) = \sum_{i=0}^{\infty} D_i L^i \tag{Eqn 5.70}
\]
The coefficient matrices $D_i$ contain the effects of changes in the exogenous variables on the endogenous variables. A unit change in the $j^{th}$ exogenous variable in period $t$ induces a change of $d_{kj,i}$ units in the $k^{th}$ endogenous variable in period $t + i$ under the condition that everything else remains constant. The elements of the $D_i$ matrices are called **dynamic multipliers**. The accumulated effects contained in $\sum_{i=0}^n D_i$ are the $n^{th}$ **interim multipliers** and the elements of $\sum_{i=0}^\infty D_i$ are long-run effects or **total multipliers** (Lütkepohl 1993).

### 5.2.3 Restricted System

In Section 5.2.1, the estimation of the parameters of $N$-dimensional stationary, stable VAR($p$) process has been discussed. However, in application, some of the coefficients estimates may be found to be not significantly different from zero throughout the estimation procedure. These zero coefficients may be interpreted in two ways. First, zero coefficients are found in the estimation results if some variables do not have causal relationship with other variables. Second, insignificant coefficient estimates are found if the information in the data is inadequate to provide sufficiently precise estimates with confidence intervals that do not contain zero (Lütkepohl 1993).

Since the number of parameters is often quite substantial relative to the available sample size or time series length, a large estimation uncertainty for the VAR coefficients leads to poor forecasts and imprecision in the estimates of the impulse responses and forecast error variance components. Various cures for this practical problem have been studied and putting constraints on the coefficients has been found to be a solution (Lütkepohl 1993).

Write Eqn 5.35 in compact form

$$Y = BZ + U$$  
[Eqn 5.71]

where

$$Y = [y_1, \ K, \ y_T], \ Z = [Z_0, \ K, \ Z_{T-1}], \ \text{with} \ Z_t = \begin{bmatrix} 1 \\ y_t \\ M \\ y_{t-p+1} \end{bmatrix}, \ B = \begin{bmatrix} v, \ A_t, \ K, \ A_p \end{bmatrix},$$

$$U = [u_1, \ K, \ u_T].$$

Suppose that linear constraints for $B$ are given in the form

$$\mathbf{b} = \text{vec}(B) = \mathbf{R}\gamma + \mathbf{r},$$  
[Eqn 5.72]

where $\mathbf{b} = \text{vec}(B)$ is a $N(Np + 1) \times 1$ vector, $\mathbf{R}$ is a known $N(Np + 1) \times M$ matrix of rank $M$, $\gamma$ is an unrestricted $M \times 1$ vector of unknown parameters, and $\mathbf{r}$ is a $N(Np + 1)$-dimensional vector of known constants. This equation expresses all the linear restrictions and permits imposing the
constraints by a simple reparameterization of the original model. Vectorizing Eqn 5.72 and replacing $\beta$ by $R\gamma + r$ gives

$$y = \text{vec}(Y) = (Z' \otimes I_N) \text{vec}(B) + \text{vec}(U) = (Z' \otimes I_N)(R\gamma + r) + u$$

or

$$z = (Z' \otimes I_N)R\gamma + u$$  \[\text{Eqn 5.73}\]

where $z = y - (Z' \otimes I_N) r$ and $u = \text{vec}(U)$.

### 5.2.3.1 Efficient Estimation (GLS and EGLS)

Denoting by $\Sigma_u$ the covariance matrix of $u$, the vector $\overline{\beta}$ minimizing

$$S(\gamma) = u'(I_T \otimes \Sigma_u^{-1})u$$  \[\text{Eqn 5.74}\]

with respect to $\gamma$ is easily seen to be

$$\overline{\beta} = [R'(ZZ' \otimes \Sigma_u^{-1})R]^{-1}R'(Z \otimes \Sigma_u^{-1})z$$  \[\text{Eqn 5.75}\]

This estimator $\overline{\beta}$ is commonly called a generalized LS (GLS) estimator because it minimizes the generalized sum of squared errors $S(\gamma)$ rather than the sum of squared errors $u^T u$. The GLS estimator is in general asymptotically more efficient than the LS estimator.

Unfortunately the estimator $\overline{\beta}$ is of limited value in practice because its computation requires knowledge of $\Sigma_u$. Since this matrix is usually unknown, it has to be replaced by an estimator. Using any consistent estimator $\overline{\Sigma}_u^{-1}$ instead of $\Sigma_u$ in Eqn 5.76 an EGLS (estimated GLS) estimator may be obtained

$$\overline{\beta} = [R'(ZZ' \otimes \overline{\Sigma}_u^{-1})R]^{-1}R'(Z \otimes \overline{\Sigma}_u^{-1})z$$  \[\text{Eqn 5.76}\]

We refer readers to Lütkepohl (1993) for the properties of GLS and EGLS estimators.
6. CASE STUDIES OF TRANSPORTATION AND LAND USE INTERACTIONS

6.1 Background

As shown in Figure 6.1, roadway improvements increase “accessibility” and remove “concurrency requirements” through additional capacity. Accessibility refers to the ease of reaching destinations with opportunities for employment, social and recreational activities, and other economic and personal activities. Concurrency requirements are constraints imposed by state or local agencies’ laws and statues. In Florida, concurrency is mandated by the Florida State Statues (s. 163.3180), which requires public facilities and services to accommodate new development with the designated level of service. If a new development does not satisfy concurrency requirements, developers are required to remedy any level of service deficiencies caused by the new development. When roadway capacity is exhausted, new developments are discouraged because of the concurrency requirements due to the extra costs for impact mitigation. As accessibility improves and concurrency requirement is removed, the land becomes more attractive to developers due to lowered development costs, thereby encouraging more activities to locate in these places (Forkenbrock 2001). When new developments occur, they introduce additional demand on the transportation facilities. If the increased traffic reaches the roadway capacity again, travel demand and land development will be constrained. When the development growth is constrained, an “equilibrium point” is reached.

In this cycle of transportation improvement-new development, there are lag effects between these actions as depicted in Figure 6.1. Lag1 represents a time span after the expansion of roadways is completed and before developers apply building permits for new developments. Lag2 may be institutional lags for the building department to review applications and issue permits. Lag3 is simply the construction period for new developments. Lag2 and Lag3 may be estimated from the building permit data since each building permit record has application date, issue date, and certificate of occupancy (CO) date. CO is issued on the completion of building construction. In this study, it was assumed that travel demand responded instantaneously upon the completion of developments, and Lag1 was considered in the modeling procedure.
6.2 Study Data and Study Area Selection

A main challenge in studying the interactions or feedback mechanism between land use and transportation investments is to collect historical data on both land use and transportation. A significant amount of data and numerous databases are required because the interactions between transportation and land use may occur and last for a long period of time. The length of such periods during which interactions occur may be influenced by many factors such as availability of land, economic conditions, population growth, employment growth, and so on. Thus, effort has been made to collect land use, transportation, socioeconomic, and other data related to either land use or transportation. This effort has been a significant one because historical data were often either difficult to find or were not in a readily usable digital format due to the fact that computer use did not become widespread until the last decade. For this research, Miami-Dade County was chosen as the study area, mostly for the reason of its excellent availability of digital, and in many cases GIS, data when compared to most of the Florida counties.

This study involved the use of historical building permit data and transportation improvement project data. The building permit database was obtained from Miami-Dade County and included building permit records from 1987 to 2001. The building permit records contained three fields: permit application date, issue date, and certificate of occupancy (CO) date. The original database had more than 1.4 million records including permits of all types issued by the county Building Department. Only records on new building constructions were extracted from the original database, resulting in 61,132 records for the unincorporated areas in Miami-Dade
Transportation improvement project information came from the Transportation Improvement Programs (TIPs), prepared every year by the Miami-Dade County Metropolitan Planning Organization. The TIP specifies proposed transportation facility improvements to be implemented within five years in Miami-Dade County, which included capacity improvements, safety improvements, resurfacing, lighting, and so on. A total of twenty-three hard copies of TIP reports covering from 1978 to 2000 were obtained from the Miami-Dade County MPO. The temporal GIS database for these TIP reports was created by geocoding all projects listed in the reports based on the 2000 street network. A total of 883 projects were geocoded.

Three corridors were selected from the Miami-Dade County for this study based on two criteria: (1) isolation of impacts from other areas and (2) transportation improvements in the corridor (occurrence of growth in population, employment, and development). The study areas need to be relatively isolated in order to minimize impacts from adjacent street improvements or impacts from land development in other areas. The southwest of the Miami Dade County, bounded by Florida Turnpike and the Everglades National Park, is relatively isolated from other impacts. Secondly, corridors selected must have had transportation improvements. Based on these two criteria, three study corridors were selected: Tamiami Trail from SW 112th Avenue to SW 152nd Avenue, Bird Drive (or SW 42nd Street) from SW 117th Avenue to SW 157th Avenue, where the street ended, and North Kendall Drive (or SW 88th Street) between the Florida Turnpike and Krome Avenue (or SW 177th Avenue). Locations of the study corridors are depicted in Figure 6.2.

Tamiami Trail (also US 41 and SW 8th ST) is an east-west principal arterial in the southwest of Miami-Dade County. The section between SW 112th Avenue and SW 177th Avenue has a canal running on the north side of the street. Thus, most commercial developments have been located on the south side of the study corridor between the Florida Turnpike and SW 137th Avenue. The Miccosukee Indian Reservation begins at the intersection with SW 177th Avenue, where a large hotel/casino has been built. Dominant land use type to the north of the study corridor is residential. The study area around the Tamiami Trail corridor was defined by the buffer created along the study corridor. The size of buffer was varied along the corridor to capture the area impacted by the study corridor improvement. For instance, the buffer size of the north side of the study corridor between the Florida Turnpike and SW 127th Avenue was 0.8 mile, which was the halfway distance between the study corridor and the next parallel arterial, NW 12th Street; the buffer size of the south side of the study corridor between the Florida Turnpike and SW 137th Avenue was 0.6 mile, which was the half distance between the study corridor and the next parallel arterial, SW 26th Street; the buffer size for the rest of the corridor was one mile. In Figure 6.3(a), the buffer area of the Tamiami Trail corridor is illustrated, with selected building permits shown as yellow dots.
Bird Drive is an east-west minor arterial in the southwest of Miami-Dade County. The section of interest was from SW 117th Avenue close to the Florida Turnpike, west to the end of the road, which becomes unpaved at SW 157th Avenue. The study area was defined as a ½-mile buffer area around Bird Drive bounded by the Florida Turnpike to the east and by SW 162nd Avenue to its west. Figure 6.3(b) shows the selected building permits within the ½-mile buffer around Bird Drive.

The North Kendall Drive corridor is also located in the southwest part of the county and is an east-west principal arterial with two other parallel arterials, Sunset Drive (SW 72nd Street) and Killian Drive (SW 104th Street), on either side at about one-mile spacing. The study area was defined as a ½-mile buffer area around North Kendall Drive bounded by the Florida Turnpike to the east and by SW 177th Avenue or Krome Avenue, which is the urban boundary, to its west. Beyond Krome Avenue lies the Everglades. Figure 6.3(c) shows the selected building permits within the ½-mile buffer around North Kendall Drive.
Figure 6.3  Spatial Distributions of Building Permits in the Study Corridors

In the original building permit data, each building permit record had a detailed proposed land use type. Land uses were simplified to five types: residential, commercial, warehouse, industrial, and other. Commercial land use included restaurants, retail stores, and gas stations. Industrial
land use included industrial and office buildings. The “other” category included mostly government use and those that do not belong to other categories.

Figures 6.4 through 6.6 depict the temporal and spatial distribution of building permit applications using the simplified land use categories as snapshots between 1987 and 2001 for the Tamiami Trail and North Kendall Drive corridors and between 1988 and 2001 for the Bird Drive corridor. Colors indicate simplified land use categories. The yellow dots and red triangles represent residential and commercial land use, respectively. Annual building square feet of permit applications are summarized in Table 6.1 through 6.3 to provide a better understanding of the amount of development.

Between 1987 and 1991, new developments applied were located on the north side of Tamiami Trail from the Florida Turnpike to SW 137th Avenue and on the south side of Tamiami Trail between SW 137th Avenue and SW 147th Avenue. In 1991, residential developments started to increase and there was commercial development in 1992. The intensity of residential developments remained relatively unchanged from 1992 on until 2001 except in 1996 when permits for large residential developments were applied. Residential developments were followed by commercial developments, and most commercial developments were found on the south side of Tamiami Trail, as shown in the figure. There were industrial developments as well as developments of other land use categories.

Compared with other study areas, the study area around Bird Drive had steady commercial developments over the time period studied. From 1991, residential developments began to increase on the north side of Bird Drive and the east of SW 147th Avenue, and the south side of Bird Drive and the east of SW 157th Avenue. In 1993, residential developments continued to increase and expanded to the west of SW 147th Avenue. The block north of Bird Drive between SW 147th Avenue and SW 157th Avenue began to be developed for residential use in 1993 and large residential development occurred in that block in 1995. In 1996, residential developments decreased by half from the previous year, but started to grow again with a trend. Most of residential developments after 1996 took place in that particular block between SW 147th Avenue and SW 157th Avenue. In late 1995 and early 1996, large commercial developments occurred.

In the North Kendall Drive corridor, new developments scattered around SW 137th Avenue and SW 147th Avenue between 1987 and 1992. Since 1993, the area between SW 157th Avenue and SW 167th Avenue has been intensively developed and the dominant developments were single-family housing, with 91.4% of the total building permit in square-feet from 1987 to 2001. There were significant commercial and residential developments in the study area in 1994. Between 1994 and 2001 the intensity of residential development continued to decrease while an above the average number of permits for commercial developments was applied, with 1998 as an exception.
Figure 6.4 Temporal and Spatial Distribution of New Building Permit Applications in the Tamiami Trail Corridor
Figure 6.5 Temporal and Spatial Distribution of New Building Permit Applications in the Bird Drive Corridor
Figure 6.6 Temporal and Spatial Distribution of New Building Permit Applications in the North Kendall Drive Corridor
<table>
<thead>
<tr>
<th>YEAR</th>
<th>Residential (sq-ft)</th>
<th>Commercial (sq-ft)</th>
<th>Industrial (sq-ft)</th>
<th>Other (sq-ft)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1987</td>
<td>12,604</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1988</td>
<td>11,959</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1989</td>
<td>3,244</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1990</td>
<td>40,542</td>
<td>0</td>
<td>7,157</td>
<td>0</td>
</tr>
<tr>
<td>1991</td>
<td>100,099</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1992</td>
<td>179,406</td>
<td>12,057</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1993</td>
<td>202,768</td>
<td>0</td>
<td>0</td>
<td>540</td>
</tr>
<tr>
<td>1994</td>
<td>163,273</td>
<td>0</td>
<td>0</td>
<td>6,324</td>
</tr>
<tr>
<td>1995</td>
<td>167,741</td>
<td>5,547</td>
<td>0</td>
<td>484</td>
</tr>
<tr>
<td>1996</td>
<td>1,089,998</td>
<td>2,200</td>
<td>0</td>
<td>425</td>
</tr>
<tr>
<td>1997</td>
<td>225,616</td>
<td>0</td>
<td>0</td>
<td>1,231</td>
</tr>
<tr>
<td>1998</td>
<td>215,446</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1999</td>
<td>146,748</td>
<td>18,381</td>
<td>0</td>
<td>144</td>
</tr>
<tr>
<td>2000</td>
<td>35,231</td>
<td>100</td>
<td>0</td>
<td>450</td>
</tr>
<tr>
<td>2001</td>
<td>50,989</td>
<td>1</td>
<td>1027</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>2,645,664</td>
<td>38,286</td>
<td>8,184</td>
<td>9,598</td>
</tr>
<tr>
<td>Percentage</td>
<td>97.92</td>
<td>1.42</td>
<td>0.30</td>
<td>0.36</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>YEAR</th>
<th>Residential (sq-ft)</th>
<th>Commercial (sq-ft)</th>
<th>Industrial (sq-ft)</th>
<th>Warehousing (sq-ft)</th>
<th>Other (sq-ft)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1985</td>
<td>2,930</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1987</td>
<td>36,081</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1988</td>
<td>7,957</td>
<td>32,528</td>
<td>0</td>
<td>0</td>
<td>6,260</td>
</tr>
<tr>
<td>1989</td>
<td>28,311</td>
<td>4,500</td>
<td>0</td>
<td>0</td>
<td>98,674</td>
</tr>
<tr>
<td>1990</td>
<td>71,765</td>
<td>1,917</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1991</td>
<td>209,064</td>
<td>485</td>
<td>0</td>
<td>0</td>
<td>560</td>
</tr>
<tr>
<td>1992</td>
<td>400,113</td>
<td>18,164</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1993</td>
<td>459,587</td>
<td>12,786</td>
<td>132,000</td>
<td>0</td>
<td>19,800</td>
</tr>
<tr>
<td>1994</td>
<td>280,855</td>
<td>2,845</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1995</td>
<td>515,572</td>
<td>91,133</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1996</td>
<td>242,492</td>
<td>50,750</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1997</td>
<td>524,208</td>
<td>8,110</td>
<td>6,084</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1998</td>
<td>608,454</td>
<td>0</td>
<td>6,084</td>
<td>10376</td>
<td>0</td>
</tr>
<tr>
<td>1999</td>
<td>657,356</td>
<td>35,939</td>
<td>45,714</td>
<td>0</td>
<td>450</td>
</tr>
<tr>
<td>2000</td>
<td>781,954</td>
<td>825</td>
<td>0</td>
<td>0</td>
<td>965</td>
</tr>
<tr>
<td>2001</td>
<td>1,001,522</td>
<td>19,848</td>
<td>5,888</td>
<td>0</td>
<td>1,800</td>
</tr>
<tr>
<td>Total</td>
<td>5,828,221</td>
<td>38,286</td>
<td>8,184</td>
<td>10376</td>
<td>128,510</td>
</tr>
<tr>
<td>Percentage</td>
<td>90.46</td>
<td>4.34</td>
<td>3.04</td>
<td>0.16</td>
<td>1.99</td>
</tr>
</tbody>
</table>
Table 6.3 Annual Building Square-Feet from Permit Application in North Kendall Drive Corridor

<table>
<thead>
<tr>
<th>YEAR</th>
<th>Residential (sq-ft)</th>
<th>Commercial (sq-ft)</th>
<th>Industrial (sq-ft)</th>
<th>Warehousing (sq-ft)</th>
<th>Other (sq-ft)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1987</td>
<td>14,744</td>
<td>3100</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1988</td>
<td>62,778</td>
<td>16,030</td>
<td>0</td>
<td>0</td>
<td>6,260</td>
</tr>
<tr>
<td>1989</td>
<td>153,289</td>
<td>7,000</td>
<td>38,827</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1990</td>
<td>244,531</td>
<td>19,176</td>
<td>0</td>
<td>0</td>
<td>5,992</td>
</tr>
<tr>
<td>1991</td>
<td>23,584</td>
<td>127,895</td>
<td>0</td>
<td>0</td>
<td>600</td>
</tr>
<tr>
<td>1992</td>
<td>361,971</td>
<td>15,000</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1993</td>
<td>460,610</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1994</td>
<td>2,069,492</td>
<td>331,044</td>
<td>0</td>
<td>19,050</td>
<td>360</td>
</tr>
<tr>
<td>1995</td>
<td>747,406</td>
<td>110,855</td>
<td>0</td>
<td>0</td>
<td>12,549</td>
</tr>
<tr>
<td>1996</td>
<td>536,126</td>
<td>73,229</td>
<td>0</td>
<td>0</td>
<td>160</td>
</tr>
<tr>
<td>1997</td>
<td>417,741</td>
<td>189,758</td>
<td>0</td>
<td>0</td>
<td>10,816</td>
</tr>
<tr>
<td>1998</td>
<td>12,068</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>1999</td>
<td>174,313</td>
<td>106,139</td>
<td>72,532</td>
<td>0</td>
<td>3,909</td>
</tr>
<tr>
<td>2000</td>
<td>192,375</td>
<td>31,411</td>
<td>1</td>
<td>0</td>
<td>3,681</td>
</tr>
<tr>
<td>2001</td>
<td>100,365</td>
<td>102,387</td>
<td>756</td>
<td>0</td>
<td>2,825</td>
</tr>
<tr>
<td>Total</td>
<td>5,571,393</td>
<td>1,133,025</td>
<td>112,116</td>
<td>19,050</td>
<td>47,162</td>
</tr>
</tbody>
</table>

Percentage | 80.95 | 16.46 | 1.63 | 0.28 | 0.69 |

6.3 Specification of Model Variables

Using the simplified land use classification, two land use variables, *commercial development* and *residential development*, were developed. Commercial and residential developments were represented in terms of the sum of building square footage of applied building permits in a time unit, defined as month. Building square footage for commercial and residential developments was aggregated as below.

Commercial Developments (*dcom*):

\[ dcom_t = \sum_{i=1}^{N} (BLDG\_COM)_{i,t} \]  \[\text{[Eqn 6.1]}\]

where \(N\) was the number of building permits within a study area in month \(t\) and \(BLDG\_COM\) was the building square footage for commercial use measured in thousand square feet.

Residential Developments (*dres*):

\[ dres_t = \sum_{i=1}^{N} (BLDG\_RES)_{i,t} \]  \[\text{[Eqn 6.2]}\]

where \(N\) was the number of building permits within a study area in month \(t\) and \(BLDG\_RES\) was the building square footage for residential use measured in thousand square feet.
A third variable was the lane mile increase, an index to measure transportation improvements in terms of capacity. It was computed as the product of the number of lanes and length of the improved section. The first order difference of lane miles, \( d_{lanemile_i} \) (= \( \text{lanemile}_i - \text{lanemile}_{i-1} \)), was used as a variable in modeling.

From the geocoded TIP database, transportation improvement projects in the selected study corridors were retrieved and were verified with Florida Department of Transportation (FDOT) District VI and Miami-Dade County. There were one transportation improvement project for Tamiami Trail, three for Bird Drive, and two for North Kendall Drive between 1990 and 1995. They are summarized in Table 6.4 with the increases measured in lane miles.

<table>
<thead>
<tr>
<th>Corridor</th>
<th>Segment</th>
<th>Length (mile)</th>
<th>Opening Month</th>
<th>Lanes Added</th>
<th>Increase of Lane Miles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tamiami Trail</td>
<td>SW 112th Ave SW 127th Ave</td>
<td>1.52</td>
<td>04/1995</td>
<td>4</td>
<td>6.08</td>
</tr>
<tr>
<td></td>
<td>SW 127th Ave SW 137th Ave</td>
<td>1.00</td>
<td>–</td>
<td>0</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>SW 137th Ave SW 177th Ave</td>
<td>4.01</td>
<td>–</td>
<td>0</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td>6.53</td>
</tr>
<tr>
<td>Bird Drive</td>
<td>SW 117th Ave SW 122nd Ave</td>
<td>0.56</td>
<td>02/1994</td>
<td>2</td>
<td>1.12</td>
</tr>
<tr>
<td></td>
<td>SW 122nd Ave SW 127th Ave</td>
<td>0.50</td>
<td>–</td>
<td>0</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>SW 127th Ave SW 142nd Ave</td>
<td>1.50</td>
<td>08/1991</td>
<td>2</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td>SW 142nd Ave SW 147th Ave</td>
<td>0.50</td>
<td>03/1992</td>
<td>2</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>SW 147th Ave SW 157th Ave</td>
<td>1.00</td>
<td>–</td>
<td>0</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td>4.06</td>
</tr>
<tr>
<td>North Kendall Drive</td>
<td>Florida Turnpike SW 132nd Ave</td>
<td>1.15</td>
<td>09/1993</td>
<td>4</td>
<td>4.60</td>
</tr>
<tr>
<td></td>
<td>SW 132nd Ave SW 152nd Ave</td>
<td>2.06</td>
<td>09/1993</td>
<td>2</td>
<td>4.12</td>
</tr>
<tr>
<td></td>
<td>SW 152nd Ave SW 177th Ave</td>
<td>2.46</td>
<td>–</td>
<td>0</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td>5.67</td>
</tr>
</tbody>
</table>

There were three transportation improvement projects in the Tamiami Trail corridor. One widened Tamiami Trail from four lanes to eight lanes between SW 112th Avenue and SW 127th Avenue. The other two projects added two more lanes to the existing four-lane road between SW 127th Avenue and SW 137th Avenue and between SW 137th Avenue and SW 152nd Avenue. The construction of the project for the section between SW 112th Avenue and SW 127th Avenue started in February 1991 and was completed in March 1995. The other two projects were not considered in this study since their constructions were either finished in 2002 or were to be completed in 2003, which were beyond the study horizon. The lane-miles were calculated based only for the first project and summarized in Table 6.4. The total lane-miles before and after the improvement project were 11.96 and 18.04, respectively.

There were four transportation improvement projects on Bird Drive in the study area. Three of them were considered in this study since the fourth project was completed in 1985, before the period of time considered in this study. The first project widened Bird Drive from two lanes to four lanes between SW 127th Avenue and SW 142nd Avenue. This project was completed in
August, 1991. The second project added two more lanes to the existing two-lane facility from SW 142\textsuperscript{nd} Avenue to SW 147\textsuperscript{th} Avenue, which was completed in March 1992. The third project also added two more lanes to the existing two-lane facility from SW 117\textsuperscript{th} Avenue to SW 122\textsuperscript{nd} Avenue. This project was completed in February 1994. The lane-miles were calculated for each project as shown in Table 6.4.

Two transportation improvement projects took place between 1990 and 1993 on North Kendall Drive: one widening it from four lanes to eight lanes between the Florida Turnpike and SW 132\textsuperscript{nd} Avenue, and the other adding two more lanes to the existing four-lane road between SW 132\textsuperscript{nd} Avenue and SW 152\textsuperscript{nd} Avenue. The construction of both projects started on October 29, 1990 and was completed on August 31, 1993. The lane-miles are given in Table 6.4 with the total lane-miles before and after the improvement projects being 22.68 and 31.40, respectively.

Figures 6.7, 6.9, and 6.11 provide the computed lane miles for the study corridors along with the monthly variation of the applied building permits in million square feet for commercial and residential land use. In Figures 6.8, 6.10, and 6.12, the aggregated semi-annual variation of the applied building permits in million square feet for commercial and residential land use and the computed lane miles was depicted to show the trend of development growth more clearly. In Figures 6.9 and 6.10, the dashed line indicates a trend in the data, which needs to be treated in the time series analysis. The descriptive statistics of selected variables to investigate the interactions between land use and transportation for this study area are summarized in Table 6.5.
Figure 6.8  Semi-Annual Building Square Footage for Residential and Commercial Use with Lane Miles in the Tamiami Trail Corridor

Figure 6.9  Monthly Building Square Footage for Residential and Commercial Use with Lane Miles in the Bird Drive Corridor
Figure 6.10  Semi-Annual Building Square Footage for Residential and Commercial Use with Lane Miles in the Bird Drive Corridor

Figure 6.11  Monthly Building Square Footage for Residential and Commercial Use with Lane Miles in the North Kendall Drive Corridor
Figure 6.12  Semi-Annual Building Square Footage for Residential and Commercial Use with Lane Miles in the North Kendall Drive Corridor

Table 6.5  Descriptive Statistics of Variables of Interest for the Study Corridors

<table>
<thead>
<tr>
<th>Corridor</th>
<th>Statistics</th>
<th>Lane Mile</th>
<th>Residential</th>
<th>Commercial</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of Observations</td>
<td>176</td>
<td>176</td>
<td>176</td>
</tr>
<tr>
<td>Tamiami Trail</td>
<td>Mean</td>
<td>20.50</td>
<td>21.98</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>17.83</td>
<td>5.90</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Maximum</td>
<td>23.92</td>
<td>2,012.41</td>
<td>16.18</td>
</tr>
<tr>
<td></td>
<td>Minimum</td>
<td>17.83</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Standard Deviation</td>
<td>3.03</td>
<td>151.52</td>
<td>1.56</td>
</tr>
<tr>
<td>Bird Drive</td>
<td>Number of Observations</td>
<td>177</td>
<td>177</td>
<td>177</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>16.35</td>
<td>32.95</td>
<td>1.58</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>18.10</td>
<td>21.20</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Maximum</td>
<td>18.10</td>
<td>256.02</td>
<td>83.94</td>
</tr>
<tr>
<td></td>
<td>Minimum</td>
<td>12.98</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Standard Deviation</td>
<td>2.27</td>
<td>36.98</td>
<td>7.71</td>
</tr>
<tr>
<td>North Kendall Drive</td>
<td>Number of Observations</td>
<td>169</td>
<td>169</td>
<td>169</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>27.66</td>
<td>32.28</td>
<td>6.26</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>31.40</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Maximum</td>
<td>31.40</td>
<td>1337.10</td>
<td>150.53</td>
</tr>
<tr>
<td></td>
<td>Minimum</td>
<td>22.80</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>4.28</td>
<td>119.42</td>
<td>23.09</td>
</tr>
</tbody>
</table>
Three model structures were applied in the case studies: the univariate model, the VAR model, and the VARX model. These models were to describe different relationships between the transportation and land use variables. The structures of these models, their estimations, and the questions they answer are described in the following sections.

6.4 Univariate Model Estimations

The univariate model includes one endogenous variable and one exogenous variable, which were the total building square feet from the permit applications in a study area and the transportation improvement index, respectively. It was designed to answer the following questions:

1. Is there a causal relationship between transportation improvement and land developments?
2. How quickly did land development respond to improvement in accessibility? How far behind did land development lag transportation improvements?
3. How strongly did land use respond to transportation improvements?

In this section, the model estimations are first presented, followed by descriptions of the results from the diagnostic tests and

6.4.1 Dynamic Transfer Function

To investigate the temporal interaction between transportation improvement programs and land use changes, we considered the transportation improvement index, \( d_{lanemile} (= \text{lanemile}_t - \text{lanemile}_{t-1}) \), as the exogenous series and the total building square footage, \( d_{total} \), as the endogenous response series as described in Chapter 5.

Parameters of the dynamic systems were estimated by the least square method. They are summarized in Table 6.6 through Table 6.8. The models for the study areas were given below:

**Tamiami Trail**

\[
d_{total}(t) = 11.4328 \times d_{lanemile}(t-2) + 327.5704 \times d_{lanemile}(t-15) + 0.254607 \times AR(1) + 0.130499 \times MA(4) + 0.260083 \times MA(12) + 11.36979
\]

**Bird Drive**

\[
d_{total}(t) = 0.196534 \times d_{total}(t-1) + 0.173770 \times d_{total}(t-15) + 0.280335 \times d_{total}(t-25) + 38.56848 \times d_{lanemile}(t-23) + 10.89416 + 0.137867 \times dummy@trend
\]

**North Kendall Drive**

\[
d_{total}(t) = 0.082 \times d_{total}(t-10) + 0.085 \times d_{total}(t-12) + 29.958 \times d_{lanemile}(t-7) + 77.195 \times d_{lanemile}(t-8) + 158.94 \times d_{lanemile}(t-11) + 0.256 \times MA(2) + 0.242 \times MA(3) + 21.39
\]

where \( AR \) stood for autoregression and \( MA \) denoted moving average. There was a trend in the development in the Bird Drive corridor as shown in Figure 6.9 as a dashed line, which was accounted for by introducing a dummy variable, dummy@trend.
For the Tamiami Trail model, coefficients corresponding to $dlanemile$ with two and 15 lags were found to be significant. Coefficient for $dlanemile$ with two lags, $dlanemile(t-2)$, was 11.4328 and that for $dlanemile$ with 15 lags, $dlanemile(t-15)$, was 327.5704. This implied that there were large numbers of developments for which permits were applied 15 months later after the construction of adding four lanes to the existing facilities was completed. R-square value was found to be 0.994406. The sum of coefficients of $dlanemile(t-2)$ and $dlanemile(t-15)$ was 339.0032, which meant that cumulated impact from unit increase in lane miles would be 339,003 square feet of new buildings in this study area. In other words, if there was one lane added to a one-mile section, it would bring building permit applications totaling 339,003.2 square feet. All coefficients have positive sign as expected. The estimated parameters of the dynamic system are summarized in Table 6.6, and Figure 6.13 shows the plotted actual $dtotal$ and fitted $dtotal$ with residuals. Performance of the model seemed to be very good. However, diagnostic tests on the estimated model were required.

Table 6.6 Parameter Estimation by Least Squares for the Tamiami Trail Model

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>11.36979</td>
<td>1.759385</td>
<td>6.462367</td>
<td>0.0000</td>
</tr>
<tr>
<td>$DLANEMILE(-2)$</td>
<td>11.43280</td>
<td>1.837568</td>
<td>6.221700</td>
<td>0.0000</td>
</tr>
<tr>
<td>$DLANEMILE(-15)$</td>
<td>327.5704</td>
<td>1.866886</td>
<td>175.4635</td>
<td>0.0000</td>
</tr>
<tr>
<td>AR(1)</td>
<td>0.254607</td>
<td>0.078757</td>
<td>3.232819</td>
<td>0.0015</td>
</tr>
<tr>
<td>MA(4)</td>
<td>0.130499</td>
<td>0.077767</td>
<td>1.678081</td>
<td>0.0954</td>
</tr>
<tr>
<td>MA(12)</td>
<td>0.260083</td>
<td>0.080470</td>
<td>3.232058</td>
<td>0.0015</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.994406</td>
<td>Mean dependent var</td>
<td>24.47809</td>
<td></td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.994224</td>
<td>S.D. dependent var</td>
<td>158.7931</td>
<td></td>
</tr>
<tr>
<td>S.E. of regression</td>
<td>12.06830</td>
<td>Akaike info criterion</td>
<td>7.855820</td>
<td></td>
</tr>
<tr>
<td>Sum squared resid</td>
<td>22429.15</td>
<td>Schwarz criterion</td>
<td>7.971139</td>
<td></td>
</tr>
<tr>
<td>Log likelihood</td>
<td>-622.4656</td>
<td>F-statistic</td>
<td>5474.717</td>
<td></td>
</tr>
<tr>
<td>Durbin-Watson stat</td>
<td>2.029542</td>
<td>Prob(F-statistic)</td>
<td>0.000000</td>
<td></td>
</tr>
</tbody>
</table>
For the Bird Drive model, variables found to be significant included $d_{total}(t-1)$, $d_{total}(t-15)$, $d_{total}(t-25)$, $dlanemile(t-23)$, a constant, and dummy variable. Past land use developments induced impacts with one, 15, and 25 lags while roadway improvement caused land use developments with a 23-month lag. The extent of impact from roadway improvement was much larger than the one from past land developments, which could be found from their coefficients. A dummy variable was added into the system to reflect the trend of increase from June 1997. R-squared value was 0.41. The coefficient of $dlanemile(t-23)$ was 38.56848 and this may be interpreted as the extent of impacts on land use development from roadway improvement. For instance, a unit increase in lane miles would result in 38,685 square feet of buildings within 23 month. The estimated parameters of the dynamic system are summarized in Table 6.7, and Figure 6.14 shows the actual $d_{total}$ in red and fitted $d_{total}$ in green with residual plot at the bottom. Notice that there is a spike in Figure 6.14 between 1995 and 1996, which indicated that land development was not well captured in the model for that short period. The residuals as shown in Figure 6.14 are reasonable otherwise.
Table 6.7 Parameter Estimation by Least Squares for the Bird Drive Model

<table>
<thead>
<tr>
<th>Dependent Variable: DTOTAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method: Least Squares</td>
</tr>
<tr>
<td>Included observations: 152 after adjusting endpoints</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTOTAL(-1)</td>
<td>0.196534</td>
<td>0.073306</td>
<td>2.681019</td>
<td>0.0082</td>
</tr>
<tr>
<td>DTOTAL(-15)</td>
<td>0.173770</td>
<td>0.073408</td>
<td>2.367189</td>
<td>0.0192</td>
</tr>
<tr>
<td>DTOTAL(-25)</td>
<td>0.280335</td>
<td>0.077372</td>
<td>3.623206</td>
<td>0.0004</td>
</tr>
<tr>
<td>DLANEMILE(-23)</td>
<td>38.56848</td>
<td>9.390324</td>
<td>4.107258</td>
<td>0.0001</td>
</tr>
<tr>
<td>C</td>
<td>10.89416</td>
<td>4.313974</td>
<td>2.525318</td>
<td>0.0126</td>
</tr>
<tr>
<td>DUMMY1*TREND</td>
<td>0.137867</td>
<td>0.043530</td>
<td>3.167190</td>
<td>0.0019</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.410730</td>
<td>Mean dependent var</td>
<td>41.88149</td>
<td></td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.390550</td>
<td>S.D. dependent var</td>
<td>39.87206</td>
<td></td>
</tr>
<tr>
<td>S.E. of regression</td>
<td>31.12703</td>
<td>Akaike info criterion</td>
<td>9.752704</td>
<td></td>
</tr>
<tr>
<td>Sum squared resid</td>
<td>141458.3</td>
<td>Schwarz criterion</td>
<td>9.872068</td>
<td></td>
</tr>
<tr>
<td>Log likelihood</td>
<td>-735.2055</td>
<td>F-statistic</td>
<td>20.35287</td>
<td></td>
</tr>
<tr>
<td>Durbin-Watson stat</td>
<td>1.943767</td>
<td>Prob(F-statistic)</td>
<td>0.000000</td>
<td></td>
</tr>
</tbody>
</table>

Figure 6.14 Plotted Actual $d_{total}$ and Fitted $d_{total}$ with Residuals for the Bird Drive Model

For the North Kendall Drive model, coefficients corresponding to $dlanemile$ with seven, eight, and 11 lags were larger than the other coefficients. $Dlanemile$ with 11 lags, $dlanemile(t-11)$, had
the largest coefficient, 158.94, which means there was a large amount of development for which permits were applied after the construction widening North Kendall Drive was completed. Additionally, \( dlanemile(t-7), dlanemile(t-8), \) and \( dlanemile(t-11) \) were also found to be significant in the model. The endogenous variable was well explained (about 80%) by the exogenous series and past values of endogenous variable, as can be seen from the R-square value. The sum of coefficients of \( dlanemile(t-7), dlanemile(t-8), \) and \( dlanemile(t-11) \), which was 266.0958, reflected the cumulated impacts (long-run effect) from roadway improvements. This meant that cumulated impact from a unit increase in lanemile would be 266,096 square feet of buildings. In other words, if there is one lane added to one mile section, it will bring building permit applications for 266,096 square feet. All coefficients have positive sign as we expected. Parameters of dynamic system estimated by the least square method are summarized in Table 6.8. Figure 6.15 shows the plotted actual \( dtotal \) and fitted \( dtotal \) with residuals. Performance of model seems to be very good. However, it was required to perform diagnostic tests on the estimated model above. Table 6.6 compared the results from the three univariate models.

### Table 6.8 Parameter Estimation by Least Squares for the North Kendall Drive Model

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>21.39101</td>
<td>6.052073</td>
<td>3.534493</td>
<td>0.0005</td>
</tr>
<tr>
<td>DTOTAL(-10)</td>
<td>0.082333</td>
<td>0.031044</td>
<td>2.652128</td>
<td>0.0089</td>
</tr>
<tr>
<td>DTOTAL(-12)</td>
<td>0.085794</td>
<td>0.030822</td>
<td>2.783500</td>
<td>0.0061</td>
</tr>
<tr>
<td>DLANEMILE(-7)</td>
<td>29.95837</td>
<td>5.200177</td>
<td>5.761029</td>
<td>0.0000</td>
</tr>
<tr>
<td>DLANEMILE(-8)</td>
<td>77.19573</td>
<td>5.379442</td>
<td>14.35014</td>
<td>0.0000</td>
</tr>
<tr>
<td>DLANEMILE(-11)</td>
<td>158.9417</td>
<td>5.376841</td>
<td>29.56043</td>
<td>0.0000</td>
</tr>
<tr>
<td>MA(2)</td>
<td>0.256639</td>
<td>0.077386</td>
<td>3.316335</td>
<td>0.0011</td>
</tr>
<tr>
<td>MA(3)</td>
<td>0.242332</td>
<td>0.078432</td>
<td>3.089698</td>
<td>0.0024</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.875891</td>
<td>Mean dependent var</td>
<td>43.32563</td>
<td></td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.870061</td>
<td>S.D. dependent var</td>
<td>132.2363</td>
<td></td>
</tr>
<tr>
<td>S.E. of regression</td>
<td>47.66732</td>
<td>Akaike info criterion</td>
<td>10.61598</td>
<td></td>
</tr>
<tr>
<td>Sum squared resid.</td>
<td>338553.9</td>
<td>Schwarz criterion</td>
<td>10.77171</td>
<td></td>
</tr>
<tr>
<td>Log likelihood</td>
<td>-825.3545</td>
<td>F-statistic</td>
<td>150.2230</td>
<td></td>
</tr>
<tr>
<td>Durbin-Watson stat</td>
<td>1.889375</td>
<td>Prob(F-statistic)</td>
<td>0.000000</td>
<td></td>
</tr>
</tbody>
</table>
Figure 6.15  Plotted Actual dtotal and Fitted dtotal with Residuals for the North Kendall Drive Model

Table 6.9  Summary of Univariate Models

<table>
<thead>
<tr>
<th>Model Statistics</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tamiami Trail</td>
</tr>
<tr>
<td>R²</td>
<td>0.9</td>
</tr>
<tr>
<td>Lags significant (months) for lane-miles</td>
<td>2, 15</td>
</tr>
<tr>
<td>Lags significant (months) for total development</td>
<td>-</td>
</tr>
<tr>
<td>Cumulative impacts (sq-feet)</td>
<td>339,003</td>
</tr>
</tbody>
</table>

6.4.2  Diagnostic Tests

As discussed in Chapter 5, three diagnostic tests were conducted and they included Q-statistics, ARCH test, and Ramsey RESET test. Q-statistics tests if there is serial correlation in the univariate models estimated. For the Tamiami Trail model, as shown in Figure 6.16, there appeared to be no serial correlation in the model. During the modeling process, there was serial correlation found in the model only with dlanemile(t-2), dlanemile(t-15), and the constant. However, this problem was cured by adding the AR and MA terms. Ramsey’s RESET test was also conducted to examine whether a linear specification was appropriate. As presented in Table 6.10, the p-value was found to be 0.142 therefore the null hypothesis that no relevant explanatory variables had been omitted from the regression equation cannot be rejected. However, the result
from the ARCH test showed that the estimated model had conditional heteroscedasticity as shown also in Table 6.10, which could be also found in the diagram in Figure 6.16. Residuals before 16 lags were mostly positive and after 16 lags were negative. Since GARCH can provide efficient estimation in the presence of conditional heteroscedasticity, it was required to re-estimate the model by GARCH.

Figure 6.17 shows autocorrelation with Q-statistics for the estimated Bird Drive model. The null hypothesis was that there was no autocorrelation up to order $k$ in the estimated model. Order $k$, which could be any number, was 36. The p-values, which is found in the last column in Figure 6.17, were too large to reject the null hypothesis. There was, therefore, no autocorrelation up to order 36 according to the Q-statistics. Ramsey’s RESET test was conducted to verify that no relevant explanatory variables had been omitted from the estimated model. Test results, which are summarized in Table 6.10, showed that the p-value was too large to reject the null hypothesis, i.e., the estimated model did not omit any relevant explanatory variables. Finally, ARCH test was conducted to check whether there was conditional heteroscedasticity in the estimated model. The ARCH test result is shown in Table 6.10. It was found that there was no conditional heteroscedasticity in the estimated model according to the test statistics.

For the North Kendall Drive model, as shown in Figure 6.18, there appeared to be no serial correlation in the model. The Ramsey’s RESET test was also conducted to examine whether a linear specification was appropriate, which was confirmed by the test results, as shown Table 6.10. However, the results from the ARCH test indicated that there was conditional heteroscedasticity in the model (see Table 6.10). Therefore, the model needed to be re-estimated using GARCH.
Table 6.10 Summary of Diagnostic Test Results

<table>
<thead>
<tr>
<th>Model</th>
<th>Ramsey</th>
<th>ARCH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tamiami Trail</td>
<td>0.142099</td>
<td>0.024741</td>
</tr>
<tr>
<td>Bird Drive</td>
<td>0.142813</td>
<td>0.707147</td>
</tr>
<tr>
<td>North Kendall Drive</td>
<td>0.274012</td>
<td>0.010206</td>
</tr>
<tr>
<td>Autocorrelation</td>
<td>Partial Correlation</td>
<td>AC</td>
</tr>
<tr>
<td>-----------------</td>
<td>---------------------</td>
<td>-----</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>16</td>
</tr>
<tr>
<td></td>
<td></td>
<td>17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
</tr>
<tr>
<td></td>
<td></td>
<td>21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>22</td>
</tr>
<tr>
<td></td>
<td></td>
<td>23</td>
</tr>
<tr>
<td></td>
<td></td>
<td>24</td>
</tr>
<tr>
<td></td>
<td></td>
<td>25</td>
</tr>
<tr>
<td></td>
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Figure 6.17  Autocorrelation Plot with Q-statistics for the Bird Drive Model
6.4.3 Efficient Estimation by GARCH

Because of the presence of conditional heteroscedasticity in the Tamiami Trail and North Kendall Drive models, these models were re-estimated using GARCH. Table 6.11 presents a summary of the GARCH estimation of the Tamiami Trail model. There were slight changes in the model estimation in terms of model performance measures such as R-square, standard errors of regression, and sum of squared residuals. Coefficients had also changed. For instance, coefficients of $dlnemile(t-2)$ and $dlnemile(t-15)$ were changed from 11.4328 and 327.5704 to 9.846803 and 327.8634, respectively. However, they still remained significant variables.

Table 6.12 presents a summary of the GARCH estimation of the North Kendall Drive model. There were slight differences in the models estimation by LS and GARCH in terms of model

<table>
<thead>
<tr>
<th>Autocorrelation</th>
<th>Partial Correlation</th>
<th>AC</th>
<th>PAC</th>
<th>Q-Stat</th>
<th>Prob</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.055</td>
<td>0.055</td>
<td>0.4634</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.006</td>
<td>0.009</td>
<td>0.4959</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.035</td>
<td>0.036</td>
<td>0.8386</td>
<td>0.403</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-0.002</td>
<td>-0.096</td>
<td>2.0735</td>
<td>0.365</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.109</td>
<td>0.122</td>
<td>4.0111</td>
<td>0.260</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.060</td>
<td>0.032</td>
<td>4.3166</td>
<td>0.352</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>-0.039</td>
<td>-0.036</td>
<td>4.6733</td>
<td>0.457</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.029</td>
<td>0.017</td>
<td>4.8144</td>
<td>0.566</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>-0.144</td>
<td>-0.133</td>
<td>6.2936</td>
<td>0.307</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>-0.143</td>
<td>-0.132</td>
<td>11.751</td>
<td>0.161</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>-0.140</td>
<td>-0.155</td>
<td>15.145</td>
<td>0.087</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>-0.078</td>
<td>-0.051</td>
<td>16.165</td>
<td>0.095</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>-0.136</td>
<td>0.171</td>
<td>19.501</td>
<td>0.053</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0.019</td>
<td>0.039</td>
<td>19.561</td>
<td>0.076</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>-0.074</td>
<td>-0.074</td>
<td>20.534</td>
<td>0.083</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>0.050</td>
<td>0.100</td>
<td>20.973</td>
<td>0.102</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>-0.021</td>
<td>-0.041</td>
<td>21.051</td>
<td>0.136</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>-0.052</td>
<td>-0.011</td>
<td>21.599</td>
<td>0.169</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>0.056</td>
<td>0.017</td>
<td>22.136</td>
<td>0.160</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.052</td>
<td>0.024</td>
<td>22.837</td>
<td>0.197</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>0.035</td>
<td>-0.060</td>
<td>22.939</td>
<td>0.244</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>-0.017</td>
<td>-0.122</td>
<td>22.930</td>
<td>0.294</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>0.041</td>
<td>0.021</td>
<td>23.197</td>
<td>0.334</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>-0.062</td>
<td>-0.166</td>
<td>23.916</td>
<td>0.362</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>0.016</td>
<td>0.008</td>
<td>23.986</td>
<td>0.406</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>0.123</td>
<td>0.075</td>
<td>26.566</td>
<td>0.311</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>-0.029</td>
<td>0.005</td>
<td>27.026</td>
<td>0.365</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>0.055</td>
<td>-0.144</td>
<td>26.419</td>
<td>0.336</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>0.059</td>
<td>0.196</td>
<td>30.322</td>
<td>0.300</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0.032</td>
<td>0.119</td>
<td>32.004</td>
<td>0.274</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>0.002</td>
<td>-0.046</td>
<td>32.035</td>
<td>0.320</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>-0.006</td>
<td>-0.134</td>
<td>33.557</td>
<td>0.298</td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>-0.076</td>
<td>-0.062</td>
<td>34.755</td>
<td>0.292</td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>0.047</td>
<td>0.014</td>
<td>35.230</td>
<td>0.318</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>0.162</td>
<td>0.103</td>
<td>40.576</td>
<td>0.171</td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>-0.055</td>
<td>-0.068</td>
<td>41.199</td>
<td>0.185</td>
<td></td>
</tr>
</tbody>
</table>

Figure 6.18 Autocorrelation Plot with Q-statistics for the North Kendall Drive Model
performance measures. Coefficients of dlanemile(-7), dlanemile(-8), and dlanemile(-11) changed from 29.95837, 77.19573, and 158.9417 to 30.38312, 75.58657, and 159.1483 respectively, but still remained as significant variables.

Table 6.11 Parameter Estimation by GARCH for the Tamiami Trail Model

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Std. Error</th>
<th>z-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>2.168639</td>
<td>1.190409</td>
<td>1.821760</td>
</tr>
<tr>
<td>DLANEMILE(-2)</td>
<td>9.846803</td>
<td>1.101416</td>
<td>8.940133</td>
</tr>
<tr>
<td>DLANEMILE(-15)</td>
<td>327.8634</td>
<td>3.890717</td>
<td>84.26810</td>
</tr>
<tr>
<td>AR(1)</td>
<td>0.430777</td>
<td>0.104361</td>
<td>4.127743</td>
</tr>
<tr>
<td>MA(4)</td>
<td>0.096855</td>
<td>0.077138</td>
<td>1.255598</td>
</tr>
<tr>
<td>MA(12)</td>
<td>0.441659</td>
<td>0.059067</td>
<td>7.477308</td>
</tr>
</tbody>
</table>

Variance Equation

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Std. Error</th>
<th>z-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>0.413077</td>
<td>0.388232</td>
<td>1.063996</td>
</tr>
<tr>
<td>ARCH(1)</td>
<td>0.227074</td>
<td>0.076715</td>
<td>2.959964</td>
</tr>
<tr>
<td>GARCH(1)</td>
<td>0.830839</td>
<td>0.054223</td>
<td>15.32249</td>
</tr>
</tbody>
</table>

R-squared   | 0.993396 | Mean dependent var | 24.47809 |
Adjusted R-squared | 0.993046 | S.D. dependent var | 158.7931 |
S.E. of regression | 13.24202 | Akaike info criterion | 7.587729 |
Sum squared resid | 26478.03 | Schwarz criterion | 7.760708 |
Log likelihood | -598.0184 | F-statistic | 2839.121 |
Durbin-Watson stat | 2.277254 | Prob(F-statistic) | 0.000000 |

Table 6.12 Parameter Estimation by GARCH for the North Kendall Drive Model

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Std. Error</th>
<th>z-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>20.37742</td>
<td>8.009264</td>
<td>2.544232</td>
</tr>
<tr>
<td>DTOTAL(-10)</td>
<td>0.070770</td>
<td>0.017071</td>
<td>4.145583</td>
</tr>
<tr>
<td>DTOTAL(-12)</td>
<td>0.082993</td>
<td>0.024828</td>
<td>3.342728</td>
</tr>
<tr>
<td>DLANEMILE(-7)</td>
<td>30.38312</td>
<td>12.98859</td>
<td>2.339217</td>
</tr>
<tr>
<td>DLANEMILE(-8)</td>
<td>75.58657</td>
<td>22.12256</td>
<td>3.416719</td>
</tr>
<tr>
<td>DLANEMILE(-11)</td>
<td>159.1483</td>
<td>18.53391</td>
<td>8.586867</td>
</tr>
<tr>
<td>MA(2)</td>
<td>0.267779</td>
<td>0.078087</td>
<td>3.429250</td>
</tr>
<tr>
<td>MA(3)</td>
<td>0.340186</td>
<td>0.050106</td>
<td>6.789383</td>
</tr>
</tbody>
</table>

Variance Equation

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Std. Error</th>
<th>z-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>1181.819</td>
<td>317.7913</td>
<td>3.718854</td>
</tr>
<tr>
<td>ARCH(1)</td>
<td>0.097781</td>
<td>0.063074</td>
<td>1.550239</td>
</tr>
<tr>
<td>GARCH(1)</td>
<td>0.918528</td>
<td>0.353941</td>
<td>2.595146</td>
</tr>
<tr>
<td>GARCH(2)</td>
<td>-0.566883</td>
<td>0.297382</td>
<td>-1.906243</td>
</tr>
</tbody>
</table>

R-squared   | 0.873996 | Mean dependent var | 43.32563 |
Adjusted R-squared | 0.864432 | S.D. dependent var | 132.2363 |
S.E. of regression | 48.68873 | Akaike info criterion | 10.56334 |
Sum squared resid | 343735.9 | Schwarz criterion | 10.79694 |
Log likelihood | -817.2226 | F-statistic | 91.42889 |
Durbin-Watson stat | 1.881292 | Prob(F-statistic) | 0.000000 |
6.4.4 Summary of the Univariate Models

Table 6.13 summarizes the statistics of the three univariate models. According to the univariate models, there appeared to be a causal relationship between transportation improvement and land developments and transportation improvements appeared to have encouraged land developments. The land development lagged behind transportation improvements between two to 23 months, and there was a wide range of the lags depending on the corridors. The response in land use to transportation was also stronger in the Tamiami Trail and North Kendall Drive corridors than in the Bird Drive corridor as indicated by the cumulative impacts shown in Table 6.13. For instance, the models predicted over 300,000 square feet of new building permits for every one-mile lane added to the transportation system. Although the Bird Drive and North Kendall Drive models indicated that previous developments also affected the current developments (row 7 of Table 6.13), their effects were much smaller than those from transportation improvements as the the coefficients of the variables representing previous land developments were hundred or thousand times smaller than those of variables representing transportation improvements.

<table>
<thead>
<tr>
<th>Model Statistics</th>
<th>Model Statistics</th>
<th>Model Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model Statistics</td>
<td>Tamiami Trail</td>
<td>Bird Road</td>
</tr>
<tr>
<td>Estimation Method</td>
<td>GARCH</td>
<td>LS</td>
</tr>
<tr>
<td>R²</td>
<td>0.9</td>
<td>0.41</td>
</tr>
<tr>
<td>SER</td>
<td>13.24202</td>
<td>31.12703</td>
</tr>
<tr>
<td>SSR</td>
<td>26478.03</td>
<td>141458.3</td>
</tr>
<tr>
<td>Lags significant (months) for lane-miles</td>
<td>2, 15</td>
<td>23</td>
</tr>
<tr>
<td>Lags significant (months) for total development</td>
<td>-</td>
<td>1, 15, 25</td>
</tr>
<tr>
<td>Cumulative impacts of lane miles (sq-feet)</td>
<td>339,003</td>
<td>110,397</td>
</tr>
</tbody>
</table>

6.5 VARX Model

Recall from Chapter 5 that a multivariate VARX model includes one or more endogenous and one or more exogenous variables. In this study, the endogenous variables were the total residential and commercial building square feet from the permit applications in a study area, and the exogenous variable was the transportation improvement index. The VARX models in this study were designed to answer the following questions:

1. Was there a causal relationship between transportation improvements and land developments in terms of commercial development and residential development?
2. What type of land use development was stimulated by transportation improvements? If both residential and commercial developments are affected, which one was affected to a large degree?
3. Did residential developments stimulate commercial development? How strong
was the influence from residential developments on commercial developments? Conversely, do commercial developments cause residential developments and how strong is this causal relationship if it does exist?

(4) How quickly did residential and commercial developments respond to improvement in accessibility and how far did residential or commercial development lag behind transportation improvement projects?

(5) What were the cumulative impacts of transportation improvements on land development?

The VARX model development involved order selection, parameter estimation, diagnostic tests, and restricted system estimation. An unnecessarily large order will result in imprecise estimates of the corresponding VARX\((p, s)\) model. It is therefore necessary to choose an adequate VAR order.

The least square method provided parameter estimates of the VARX\((p, s)\) model. Any violations of the basic assumptions were checked using diagnostic tests. Finally, a restricted system was estimated by applying zero constraints on the coefficients of insignificant variables. These processes and results are described in this section.

6.5.1 Model Structure

The endogenous variables represented land use changes and included the applied building permits for residential and commercial uses. The exogenous variable was the lane mile index. Transportation projects such as adding capacity to the existing road are the results of transportation planning process instead of being freely driven by pure market forces. Although transportation projects are motivated by demand generated from land development, the transportation system does not respond to the development instaneously. Therefore, a road improvement index may be considered as an instrument variable of transportation policy while applied building permits is part of the land use system as they are driven by the land use market. As mentioned in Chapter 5, \(X_t\) is referred to as an exogenous variable where variable \(X_t\) causes \(Y_t\) and \(Y_t\) does not cause \(X_t\) (Reinsel 1997). To verify that dlanemile was an exogenous variable, granger causality test was performed. The test result showed that dlanemile caused dcom and dres but dres and dcom did not cause dlanemile at 95% confidence level.

Let \(y_t\) denote a \(N\)-dimensional vector of endogenous variables in period \(t\) and \(x_t\) be an exogenous variable. A VARX\((p, s)\) model, where \(p\) is the order for the endogenous variables and \(s\) is the order for the exogenous variable, has the form

\[
y_t = c + \sum_{i=1}^{p} \Phi_i y_{t-i} + \sum_{j=0}^{s} \Theta_j x_{t-j} + u_t \tag{Eqn 6.3}
\]

where

\[
c = \text{a } N\text{-dimensional constant vector,}
\]

\[
\Phi_i = \text{a } (N \times N)\text{ coefficient matrix for } i = 1, 2, \ldots, p,
\]

\[
\Theta_j = \text{a } (N \times 1)\text{ coefficient matrix for } j = 1, 2, \ldots, s, \text{ and}
\]

\[
u_t = \text{a } N\text{-dimensional error vector.}
\]
It is assumed that \( \mathbf{u}_t \) is a white noise vector, which is an independently identically distributed random vector with zero mean. In the VARX model, coefficient matrices of \( \Phi_i \) and \( \Theta_i \) and constant vector, \( \mathbf{c} \), can be estimated using the least square (LS) method.

### 6.5.2 Order Selection

Five order selection criteria were used in this study to select appropriate order \( p \). They included the likelihood ratio (LR) [Eqn 5.44], final prediction error (FPE) [Eqn 5.45], Akaike information criterion (AIC) [Eqn 5.46], Schwarz information criterion (SC) [Eqn 5.47], and Hannan-Quinn information criterion (HQ) [Eqn 5.48].

For the Tamiami Trail corridor, the likelihood ratio suggested 24 as the VARX order while FPE, AIC, and HQ statistics found the order to be one. SC selected the zero lag order for the model, which did not seem to be plausible. Therefore, one- and 24-month lag orders were chosen to develop the VARX model. For the Bird Drive corridor, the three-month lag order was suggested by FPE, SC, and HQ and the six-month lag order by LR and AIC. In the case of North Kendall Drive, only LR gave plausible suggestion of the 24 lag order.

The significant orders suggested by different criteria and the final choice of orders for different models are summarized in Table 6.14.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Tamiami Trail</th>
<th>Bird Drive</th>
<th>North Kendall Drive</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>24</td>
<td>6</td>
<td>23</td>
</tr>
<tr>
<td>FPE</td>
<td>1</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>AIC</td>
<td>1</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>SC</td>
<td>0</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>HQ</td>
<td>1</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Selection</td>
<td>1, 24</td>
<td>3, 6</td>
<td>23</td>
</tr>
</tbody>
</table>

The selection of order \( s \) was done via a trial-and-error process when the univariate models were developed.

### 6.5.3 Parameter Estimation

The suggested VARX orders based on order selection criteria were one and 24 for the Tamiami Trail corridor. Thus two models, VARX(1, 16) and VARX(24,16), were estimated. Based on \( R^2 \)-square values and results from the diagnostic tests, VARX(1, 16) was a better model. Table 6.15 shows the coefficient estimates for all variables with corresponding standard errors and \( t \)-statistics. The bold numbers indicate significant variables. The model was estimated using the least squared method. All lagged endogenous variables and the exogenous variable for commercial development were insignificant at the 95% confidence level. The coefficient estimate of one-month lagged residential development was 0.344524 and its corresponding \( t \)-statistics was 4.36310. Critical value of \( t \)-statistics with 13 degrees of freedom was 2.160. Five lagged exogenous variables representing lane mile changes were significant. The lengths of
lagged effects were two, three, four, 14, and 16 months. The coefficient of 15-month lagged lane-mile changes was estimated as 327.3019 and its corresponding t-statistics was 159.351. Considering endogenous variables measured in thousand square feet, this may be interpreted as that building permits involving 327,301.9 building square feet for residential use were applied 15 months after one lane-mile was added to Tamiami Trail. Coefficient estimates of three and 16-month lagged lane-mile changes had a negative sign. However, the sum of coefficients of lagged exogenous variables was positive, which meant that the overall impacts from roadway improvement were positive, as expected. The estimated model for commercial development had a low R-square value (0.044645), but the R-square value for the residential development model was high as 0.994596.

Table 6.15 Parameter Estimates of VARX(1,16) for the Tamiami Trail Corridor

<table>
<thead>
<tr>
<th></th>
<th>DCOM</th>
<th></th>
<th>DRES</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>DCOM(-1)</td>
<td>-0.016461 (0.08415) [-0.19562]</td>
<td>-0.584289 (0.61569) [-0.94900]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DRES(-1)</td>
<td>0.005001 (0.01079) [0.46340]</td>
<td>0.344524 (0.07896) [4.36310]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DLANEMILE(-1)</td>
<td>0.522681 (0.27961) [1.86935]</td>
<td>-0.233209 (2.04584) [-0.11399]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DLANEMILE(-2)</td>
<td>-0.022122 (0.28242) [-0.07833]</td>
<td>12.47008 (2.06642) [6.03464]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DLANEMILE(-3)</td>
<td>-0.094735 (0.30697) [-0.30862]</td>
<td>-5.080748 (2.24604) [-2.26209]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DLANEMILE(-4)</td>
<td>-0.030471 (0.27913) [-0.10916]</td>
<td>5.251321 (2.04237) [2.57119]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DLANEMILE(-5)</td>
<td>-0.060002 (0.28396) [-0.21130]</td>
<td>0.434476 (2.07772) [0.20911]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DLANEMILE(-6)</td>
<td>0.314806 (0.27990) [1.12473]</td>
<td>0.327818 (2.04795) [0.16007]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DLANEMILE(-7)</td>
<td>-0.034818 (0.28049) [-0.12413]</td>
<td>-1.483078 (2.05232) [-0.72263]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DLANEMILE(-8)</td>
<td>-0.028813 (0.27929) [-0.10316]</td>
<td>-0.649495 (2.04352) [-0.31783]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DLANEMILE(-9)</td>
<td>-0.029920 (0.27918) [-0.10717]</td>
<td>-0.772216 (2.04272) [-0.37803]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DLANEMILE(-10)</td>
<td>0.331205 (0.27920) [1.18626]</td>
<td>-0.359076 (2.04287) [-0.17577]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DLANEMILE(-11)</td>
<td>-0.025733 (0.28039) [-0.09178]</td>
<td>1.190849 (2.05156) [0.58046]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DLANEMILE(-12)</td>
<td>-0.039055 (0.27905) [-0.13996]</td>
<td>-0.763731 (2.04176) [-0.37406]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DLANEMILE(-13)</td>
<td>-0.032878 (0.27898) [-0.11785]</td>
<td>-0.913950 (2.04129) [-0.44773]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DLANEMILE(-14)</td>
<td>-0.029998 (0.27917) [-0.10745]</td>
<td>3.280978 (2.04266) [1.60622]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DLANEMILE(-15)</td>
<td>-0.049985 (0.28072) [-0.17806]</td>
<td>327.3019 (2.05397) [159.351]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DLANEMILE(-16)</td>
<td>-1.677301 (3.55423) [-0.47192]</td>
<td>-113.3580 (26.0058) [-4.35896]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>0.160738 (0.18494) [0.86914]</td>
<td>7.262640 (1.35317) [5.36712]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Similar to the Tamiami Trail model, two orders, three and six, were considered in modeling the dynamic system of the Bird Drive corridor. A trend was found in residential development variable as shown in Figure 6.9. Therefore, four models, for each combination of the orders and with or without trend, were estimated. The VARX(6,18) with trend had the best performance in terms of R-square value, Akaike Information Criteria (AIC), and Schwarz Criteria (SC). Table 6.16 summarizes the parameter estimates for the VARX(6,18) model. Significant variables are shown in bold. Three- and six-month lagged commercial development and two-month lagged residential development were found to be significant for commercial development in current time period (or a given time t). Their coefficients were estimated as 0.444189, -0.198105, and 0.138026, respectively. None of the lagged exogenous variables were significant to commercial development, which may be interpreted as that the impact from roadway improvement on commercial development was negligible in the Bird Drive corridor. Coefficient estimates of one-month lagged residential development and 18-month lagged roadway improvement were
significant to residential development and their values were 0.230819 and 29.95745, respectively. \( R \)-square values for both models for commercial and residential development were 0.470811 and 0.461018, respectively.

Table 6.16 Parameter Estimates of VARX(6,18) for the Bird Drive Corridor

<table>
<thead>
<tr>
<th>DCOM</th>
<th>DRES</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCOM(-1)</td>
<td>-0.150352</td>
</tr>
<tr>
<td>DCOM(-2)</td>
<td>0.115921</td>
</tr>
<tr>
<td>DCOM(-3)</td>
<td>0.444189</td>
</tr>
<tr>
<td>DCOM(-4)</td>
<td>0.110873</td>
</tr>
<tr>
<td>DCOM(-5)</td>
<td>-0.057239</td>
</tr>
<tr>
<td>DCOM(-6)</td>
<td>-0.198105</td>
</tr>
<tr>
<td>DRES(-1)</td>
<td>-0.010838</td>
</tr>
<tr>
<td>DRES(-2)</td>
<td>0.138026</td>
</tr>
<tr>
<td>DRES(-3)</td>
<td>0.1167536</td>
</tr>
<tr>
<td>DRES(-4)</td>
<td>0.031092</td>
</tr>
<tr>
<td>DRES(-5)</td>
<td>0.007128</td>
</tr>
<tr>
<td>DRES(-6)</td>
<td>-0.024221</td>
</tr>
<tr>
<td>DLANEMILE(-1)</td>
<td>-0.087079</td>
</tr>
<tr>
<td>DLANEMILE(-2)</td>
<td>-0.894280</td>
</tr>
<tr>
<td>DLANEMILE(-3)</td>
<td>-1.167536</td>
</tr>
<tr>
<td>DLANEMILE(-4)</td>
<td>-1.718949</td>
</tr>
<tr>
<td>DLANEMILE(-5)</td>
<td>-1.551922</td>
</tr>
<tr>
<td>DLANEMILE(-6)</td>
<td>-0.360059</td>
</tr>
<tr>
<td>DLANEMILE(-7)</td>
<td>-0.114230</td>
</tr>
<tr>
<td>DLANEMILE(-8)</td>
<td>-0.912825</td>
</tr>
<tr>
<td>DLANEMILE(-9)</td>
<td>-0.877175</td>
</tr>
<tr>
<td>DLANEMILE(-10)</td>
<td>-0.881765</td>
</tr>
<tr>
<td>DLANEMILE(-11)</td>
<td>-0.935288</td>
</tr>
<tr>
<td>DLANEMILE(-12)</td>
<td>-2.001432</td>
</tr>
<tr>
<td>DLANEMILE(-13)</td>
<td>-0.175960</td>
</tr>
<tr>
<td>DLANEMILE(-14)</td>
<td>3.444544</td>
</tr>
<tr>
<td>DLANEMILE(-15)</td>
<td>-1.377126</td>
</tr>
<tr>
<td>DLANEMILE(-16)</td>
<td>-1.755109</td>
</tr>
<tr>
<td>DLANEMILE(-17)</td>
<td>-1.655757</td>
</tr>
<tr>
<td>DLANEMILE(-18)</td>
<td>0.139900</td>
</tr>
<tr>
<td>C</td>
<td>-0.277902</td>
</tr>
<tr>
<td>TREND DUMMY</td>
<td>-0.037569</td>
</tr>
</tbody>
</table>

For the North Kendall Drive corridor, the VARX(23,21) model was estimated. The estimation results are summarized in Table 6.17. The bold numbers indicate significant variables. All coefficient estimates of lagged commercial development were insignificant at the 95% confidence level. Three-month lagged residential development had a coefficient of 0.193724 with corresponding \( t \)-statistics of 4.17134. The coefficient estimates of seven-, eight-, and 14-month lagged roadway improvement were 17.19923, 14.38736, and -31.51322, respectively, and their corresponding \( t \)-statistics were 6.86341, 4.51184, and -3.94422, respectively. Commercial
development in the current time period was affected by residential development with a three-
month lag and roadway improvement with seven-, eight-, and 14-month lags. Cumulative
impact from roadway improvement was almost zero. For residential development there were
nine significant variables including one commercial development with a 23-month lag, four
residential developments with 12-, 14-, 18-, and 20-month lags, and four roadway improvements
with eight-, 11-, 17-, and 21-month legs. They all had positive signs. Cumulative impacts from
roadway improvement calculated by summarizing the coefficient estimates of lagged exogenous
variables were 33.840008 and 235.071577 for commercial development and residential
development, respectively. It means that there were an increase of 33,840.008 and 235,071.577
building square feet in commercial and residential development permit applications within 21
months after the North Kendall Drive corridor was widened. R-square values for commercial
development and residential development were 0.673213 and 0.944553, respectively.

Table 6.17 Parameter Estimates of VARX(23,21) for the North Kendall Drive Corridor

<table>
<thead>
<tr>
<th></th>
<th>DCOM</th>
<th>DRES</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCOM(-1)</td>
<td>-0.004306</td>
<td>(0.11107)</td>
</tr>
<tr>
<td>DCOM(-2)</td>
<td>0.059267</td>
<td>(0.10753)</td>
</tr>
<tr>
<td>DCOM(-3)</td>
<td>-0.021335</td>
<td>(0.10733)</td>
</tr>
<tr>
<td>DCOM(-4)</td>
<td>-0.071832</td>
<td>(0.10897)</td>
</tr>
<tr>
<td>DCOM(-5)</td>
<td>0.013433</td>
<td>(0.12643)</td>
</tr>
<tr>
<td>DCOM(-6)</td>
<td>0.011024</td>
<td>(0.12755)</td>
</tr>
<tr>
<td>DCOM(-7)</td>
<td>0.017535</td>
<td>(0.12839)</td>
</tr>
<tr>
<td>DCOM(-8)</td>
<td>-0.107666</td>
<td>(0.11175)</td>
</tr>
<tr>
<td>DCOM(-9)</td>
<td>-0.081886</td>
<td>(0.11306)</td>
</tr>
<tr>
<td>DCOM(-10)</td>
<td>-0.046686</td>
<td>(0.11324)</td>
</tr>
<tr>
<td>DCOM(-11)</td>
<td>0.107004</td>
<td>(0.11275)</td>
</tr>
<tr>
<td>DCOM(-12)</td>
<td>-0.065356</td>
<td>(0.11433)</td>
</tr>
<tr>
<td>DCOM(-13)</td>
<td>-0.055179</td>
<td>(0.11260)</td>
</tr>
<tr>
<td>DCOM(-14)</td>
<td>-0.068679</td>
<td>(0.11285)</td>
</tr>
<tr>
<td>DCOM(-15)</td>
<td>-0.040221</td>
<td>(0.11002)</td>
</tr>
<tr>
<td>DCOM(-16)</td>
<td>-0.094123</td>
<td>(0.11032)</td>
</tr>
<tr>
<td>DCOM(-17)</td>
<td>-0.115417</td>
<td>(0.10984)</td>
</tr>
<tr>
<td>DCOM(-18)</td>
<td>-0.046800</td>
<td>(0.10900)</td>
</tr>
<tr>
<td>DCOM(-19)</td>
<td>0.094926</td>
<td>(0.10736)</td>
</tr>
<tr>
<td>DCOM(-20)</td>
<td>-0.055338</td>
<td>(0.10811)</td>
</tr>
<tr>
<td>DCOM(-21)</td>
<td>-0.151687</td>
<td>(0.10424)</td>
</tr>
<tr>
<td>DCOM(-22)</td>
<td>0.108738</td>
<td>(0.10241)</td>
</tr>
<tr>
<td>DCOM(-23)</td>
<td>-0.137130</td>
<td>(0.10242)</td>
</tr>
<tr>
<td>DRES(-1)</td>
<td>-0.063255</td>
<td>(0.04565)</td>
</tr>
<tr>
<td>DRES(-2)</td>
<td>-0.001629</td>
<td>(0.04655)</td>
</tr>
<tr>
<td>DRES(-3)</td>
<td><strong>0.193724</strong></td>
<td><strong>0.04644</strong></td>
</tr>
<tr>
<td>DRES(-4)</td>
<td>-0.032346</td>
<td>(0.04688)</td>
</tr>
<tr>
<td>DRES(-5)</td>
<td>-0.011648</td>
<td>(0.04753)</td>
</tr>
<tr>
<td>DRES(-6)</td>
<td>-0.002672</td>
<td>(0.04753)</td>
</tr>
<tr>
<td>DRES(-7)</td>
<td>0.025027</td>
<td>(0.04916)</td>
</tr>
<tr>
<td>DRES(-8)</td>
<td>-0.045249</td>
<td>(0.05221)</td>
</tr>
<tr>
<td>------------</td>
<td>--------</td>
<td>------------</td>
</tr>
<tr>
<td>DRES(-9)</td>
<td>-0.065689</td>
<td>(0.05183)</td>
</tr>
<tr>
<td>DRES(-10)</td>
<td>-0.029829</td>
<td>(0.05668)</td>
</tr>
<tr>
<td>DRES(-11)</td>
<td>0.031652</td>
<td>(0.02343)</td>
</tr>
<tr>
<td>DRES(-12)</td>
<td>0.012269</td>
<td>(0.0316)</td>
</tr>
<tr>
<td>DRES(-13)</td>
<td>0.003227</td>
<td>(0.02461)</td>
</tr>
<tr>
<td>DRES(-14)</td>
<td>0.001668</td>
<td>(0.02343)</td>
</tr>
<tr>
<td>DRES(-15)</td>
<td>-0.007416</td>
<td>(0.04924)</td>
</tr>
<tr>
<td>DRES(-16)</td>
<td>-0.029829</td>
<td>(0.02343)</td>
</tr>
<tr>
<td>DRES(-17)</td>
<td>0.031652</td>
<td>(0.02343)</td>
</tr>
<tr>
<td>DRES(-18)</td>
<td>0.014553</td>
<td>(0.02358)</td>
</tr>
<tr>
<td>DRES(-19)</td>
<td>0.027668</td>
<td>(0.02351)</td>
</tr>
<tr>
<td>DRES(-20)</td>
<td>0.033192</td>
<td>(0.02358)</td>
</tr>
<tr>
<td>DRLNEMILE(1)</td>
<td>-0.877321</td>
<td>(2.76256)</td>
</tr>
<tr>
<td>DRLNEMILE(2)</td>
<td>-2.525417</td>
<td>(2.61789)</td>
</tr>
<tr>
<td>DRLNEMILE(3)</td>
<td>0.698166</td>
<td>(2.62132)</td>
</tr>
<tr>
<td>DRLNEMILE(4)</td>
<td>0.467212</td>
<td>(2.64609)</td>
</tr>
<tr>
<td>DRLNEMILE(5)</td>
<td>-0.896141</td>
<td>(2.49784)</td>
</tr>
<tr>
<td>DRLNEMILE(6)</td>
<td>-0.846388</td>
<td>(2.53502)</td>
</tr>
<tr>
<td>DRLNEMILE(7)</td>
<td>17.19923</td>
<td>(2.50593)</td>
</tr>
<tr>
<td>DRLNEMILE(8)</td>
<td>14.38736</td>
<td>(3.18880)</td>
</tr>
<tr>
<td>DRLNEMILE(9)</td>
<td>1.029581</td>
<td>(4.53065)</td>
</tr>
<tr>
<td>DRLNEMILE(10)</td>
<td>-4.012478</td>
<td>(4.42321)</td>
</tr>
<tr>
<td>DRLNEMILE(11)</td>
<td>-7.228457</td>
<td>(4.51069)</td>
</tr>
<tr>
<td>DRLNEMILE(12)</td>
<td>11.79751</td>
<td>(7.84310)</td>
</tr>
<tr>
<td>DRLNEMILE(13)</td>
<td>-1.848534</td>
<td>(8.04609)</td>
</tr>
<tr>
<td>DRLNEMILE(14)</td>
<td>-31.51322</td>
<td>(7.98972)</td>
</tr>
<tr>
<td>DRLNEMILE(15)</td>
<td>5.496984</td>
<td>(8.20564)</td>
</tr>
<tr>
<td>DRLNEMILE(16)</td>
<td>7.060149</td>
<td>(8.12707)</td>
</tr>
<tr>
<td>DRLNEMILE(17)</td>
<td>6.364461</td>
<td>(8.09743)</td>
</tr>
<tr>
<td>DRLNEMILE(18)</td>
<td>-4.669815</td>
<td>(8.56201)</td>
</tr>
<tr>
<td>DRLNEMILE(19)</td>
<td>4.832108</td>
<td>(8.58392)</td>
</tr>
<tr>
<td>DRLNEMILE(20)</td>
<td>11.79060</td>
<td>(8.39723)</td>
</tr>
<tr>
<td>DRLNEMILE(21)</td>
<td>7.134418</td>
<td>(8.96126)</td>
</tr>
<tr>
<td>C</td>
<td>6.905126</td>
<td>(3.97430)</td>
</tr>
</tbody>
</table>

6.5.4 Diagnostic Tests

Three model diagnostic tests including AR root test, Lagrange Multiplier test, and Portmanteau test were conducted to check model validity and adequacy. AR root test was to check if the estimated VARX models for study corridors were stable. If the stability condition, \(\text{det}(I_N - \Phi_1 z - \ldots - \Phi_p z^p) \neq 0 \text{ for } |z| \leq 1\), is satisfied, then the estimated model is said to be stable. All three models for study corridors satisfied this condition and therefore determined stable.
The Portmanteau test was conducted to check whiteness of the residuals of the estimated model and the overall significance of the residual autocorrelations. The null hypothesis was that there were no residual autocorrelations up to the specified lag. The test is valid only for lags larger than the lag order of endogenous variables for VARX models. The tests were performed up to lags of four, 12, and 48 for the Tamiami Trail, Bird Drive, and North Kendall Drive models, respectively. The $p$-values of tested lags for both the Tamiami Trail and the Bird Drive were too large to reject the null hypothesis. Some autocorrelation was found up to 38 lags in the estimated VARX model residuals for the North Kendall Drive model, but no more autocorrelation were found for lags higher than 38.

Under the null hypothesis that there was no serial correlation at the specified lag. LM test was conducted to check whether the estimated model was appropriate. The $p$-values corresponding to LM test statistics were 0.4712, 0.6409, and 0.4613 at lag one, six, 23 for the Tamiami Trail, Bird Drive, and North Kendall Drive models, respectively. These values were too large to reject the null hypothesis (at the 95% confidence level or higher), which meant that there was no serial correlation at the lag order of each model estimated for the study corridors.

6.5.5 Restricted System

Results from the parameter estimation described earlier showed some of the coefficient estimates were not significantly different from zero. These zero coefficients may be interpreted in two ways. First, variables corresponding to zero coefficients did not have causal relationship with other variables. Second, the information in the data was inadequate to provide sufficiently precise estimates with confidence intervals that did not contain zero. In the latter case imposing zero constraints on the insignificant coefficients has been found as a solution (Waddell 2001). Insignificant variables were removed by placing zero constraints on the coefficients and the restricted systems with only significant variables were estimated by the least square method. Since none of the coefficients were significant to the endogenous variable of commercial development for the Tamiami Trail corridor, only the dynamic system of residential development was modeled with significant variables. The restricted systems for each study corridor are shown below.

**Tamiami Trail**

\[
dres(t) = 1.379023 \times dcom(t-4) - 1.327276 \times dcom(t-6) + 2.321187 \times dcom(t-16) \\
- 2.324449 \times dcom(t-21) + 0.471442 \times dres(t-1) + 0.011933 \times dres(t-15) \\
+ 0.010363 \times dres(t-17) + 0.034389 \times dres(t-23) - 0.014000 \times dres(t-24) \\
+ 12.38801 \times dlanemile(t-2) - 6.585278 \times dlanemile(t-3) \\
+ 5.502976 \times dlanemile(t-4) + 327.0074 \times dlanemile(t-15) \\
- 154.2895 \times dlanemile(t-16) + 4.638388
\]  

[Eqn 6.1]

**Bird Road Corridor**

\[
dres(t) = 0.234462 \times dres(t-1) + 22.79471 \times dlanemile(t-18) + 15.76523 \\
+ 0.224561 \times TrendDummy[Eqn 6.2]
\]

\[
dcom(t) = 0.388299 \times dcom(t-3) - 0.173641 \times dcom(t-6) + 0.059454 \times dres(t-2)[Eqn 6.3]
\]
North Kendall Drive Corridor

\[
dres(t) = 0.096 \times dres(t-10) + 0.126 \times dres(t-12) + 0.098 \times dres(t-18) \\
+ 0.099 \times dres(t-20) + 0.648 \times dcom(t-23) + 61.223 \times dlanemile(t-8) \\
+ 151.979 \times dlanemile(t-11)
\]  
[Eqn 6.4]

\[
dcom(t) = 0.043 \times dres(t-17) + 16.997 \times dlanemile(t-7) \\
+ 13.804 \times dlanemile(t-8) + 3.695
\]  
[Eqn 6.5]

6.5.6 Multiplier Analysis

Based on the estimations of VARX models and corresponding restricted systems for the study corridors, it was of interest to know the effect of a shock or innovation in an exogenous variable, i.e., lane miles, on endogenous variables, i.e., commercial and residential developments. As discussed in Chapter 5, it is possible to trace the response of endogenous variables by estimating dynamic multipliers, \( D_i \). Dynamic multipliers can be computed as the sum of the lags of exogenous variable (\( \Theta(L) = \Theta_0 + \Theta_1 L + \ldots + \Theta_s L^s \)) divided by one minus the sum of all lags of the endogenous variables, i.e., \( \Phi(L) = I_N - \Phi_1 L - \ldots - \Phi_p L^p \). Accumulated dynamic multipliers represent cumulative impacts of an exogenous variable on endogenous variables, while one dynamic multiplier is a response of endogenous variable at a particular time. Figure 6.19 through 6.18 depict the accumulated dynamic multipliers up to 25 months for the study corridors. In the figures, the charts on the left represent commercial developments and those on the right represent the residential developments. Dynamic multipliers depicted in Figures 6.19(a), 6.20(a), and 6.21(a) were estimated based on VARX models while those in Figures 6.19(b), 6.20(b), and 6.21(b) were estimated based on the restricted system. Accumulated dynamic multipliers for 25 months suggested that the cumulative impact for the residential development was 345,679.5 square feet and that there was no impact on the commercial development in the Tamiami Trail study corridor. The cumulative impact was 38,945.8 and 7,632.8 square feet for residential and commercial developments, respectively, in the Bird Drive study corridor. It was 349,765.2 and 60,654.9 square feet for residential and commercial developments, respectively, in the North Kendall Drive study corridor. The commercial development model for the Bird Drive did not have any significant exogenous variables, but cumulative impact to unit increase of roadway improvement was found. This might be the indirect impact caused by roadway improvement through residential development. For instance, roadway improvement affected residential development and, in turn, residential development caused commercial development.
Figure 6.19  Accumulated Response to Unit Innovation in an Exogenous Variable in the Tamiami Trail Model

(a) VARX model

(b) Restricted System
Figure 6.20  Accumulated Response to Unit Innovation in an Exogenous Variable in the Bird Drive Model
Figure 6.21 Accumulated Response to Unit Innovation in an Exogenous Variable in the North Kendall Drive Model

6.5.7 Summary of VARX Models

Table 6.19 summarizes the important statistics of the three VARX models, one for each study area. The estimated VARX models indicated that transportation improvements did have impacts on residential development with different lag effects in all study corridors. No evidence was found that roadway improvements caused commercial development in Tamiami Trail and Bird Drive corridors. However, as discussed in Section 6.5.6, there might be indirect impact of roadway improvement on commercial development around Bird Drive as a result of the residential developments. Results for the North Kendall Drive model showed that roadway improvements caused both commercial and residential developments.
Table 6.18 Summary of VARX Models

<table>
<thead>
<tr>
<th>Model Statistics</th>
<th>Model</th>
<th>Tamiami Trail</th>
<th>Bird Drive</th>
<th>North Kendall Drive</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>dcom</td>
<td>dres</td>
<td>dcom</td>
</tr>
<tr>
<td>Estimation Method</td>
<td></td>
<td>LS</td>
<td>LS</td>
<td>LS</td>
</tr>
<tr>
<td>R²</td>
<td>0.04</td>
<td>0.99</td>
<td>0.47</td>
<td>0.46</td>
</tr>
<tr>
<td>SER</td>
<td>1.69</td>
<td>12.40</td>
<td>6.47</td>
<td>30.65</td>
</tr>
<tr>
<td>SSR</td>
<td>404.82</td>
<td>21,672.41</td>
<td>5322.27</td>
<td>119,294.9</td>
</tr>
<tr>
<td>Lags significant (months)</td>
<td></td>
<td>2, 3, 4, 15, 16</td>
<td>18</td>
<td>7, 8, 14</td>
</tr>
<tr>
<td>for lane-mile</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lags significant for</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>commercial development</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(months)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lags significant for</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>residential development</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(months)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cumulative impacts from</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>land-mile (sq-feet)</td>
<td></td>
<td>0</td>
<td>345,679.5</td>
<td>7,632.8</td>
</tr>
</tbody>
</table>

Again, previous developments appeared to have some effects over the current developments, but the effects were much smaller compared to the effects of transportation improvements as indicated by the magnitudes of the coefficients representing land developments and transportation improvements.

Both commercial and residential developments in all case studies were stimulated by roadway improvements directly or indirectly. The only exception was the commercial developments in the Tamiami Trail corridor, which did not appear to be affected by the transportation improvement. In the North Kendall Drive corridor, both types of developments were caused by transportation improvements, and the cumulative impacts of transportation improvements were 60,654.9 and 349,765.2 for commercial and residential developments, respectively. Thus residential development was more intensely affected by transportation improvements. This was also found true in other corridors in this study.

Building permit applications began to increase noticeably as soon as two months and as late as 21 months after transportation improvements. For instance, residential building permit applications responded to transportation improvement within two months in the Tamiami Trail corridor, and there was still impact 16 months later. In the Bird Drive case, the impact of transportation improvement on residential developments became evident in 18 months through building permit applications. In the North Kendall Drive case, it took eight months for residential development to start to manifest in the form of building permit applications, and the impact was still felt in the 21st month. Commercial permit applications responded with seven, eight and 14 month lags. It seemed that in the North Kendall Drive Corridor, commercial developments were more severely constrained than residential developments were.

Instantaneous impacts from transportation improvements may be found from coefficient
estimation. In the residential development model for the Tamiami Trail corridor, the coefficients of the significant exogenous variables, 12.38801, –6.585278, 5.502976, 327.0074, and -154.2895, may be interpreted as instantaneous impact while the long-run impact may be estimated as 345.6795. For the Bird Drive corridor, instantaneous impact on residential development was estimated as 22.79471 and long-run impact was estimated as 38.9458 whereas there was no instantaneous impact and an indirect impact of 7.6328 on commercial development. In the North Kendall Drive case, the instantaneous impacts on the residential development were estimated to be 61.223 and 151.979, and instantaneous impacts on the commercial development were 16.997 and 13.804. The long-run impact was measured as 349.7652 and 60.6549 for residential and commercial developments, respectively.

To compare the results of the VARX models with those from the univariate models discussed in Section 6.4, it is helpful to consider the distribution of developments based on land use type as shown in Table 6.1 through 6.3. The dominant land use type of the new developments around study corridors was found to be of residential use. In the Tamiami Trail corridor, residential development was 97.92% of the total new development. In the Bird Drive corridor and the North Kendall Drive corridor residential developments accounted for 90.46% and 80.95% of the total new development. Percentages of other land use type excluding residential and commercial were 0.66, 5.19, and 2.59 for Tamiami Trail, Bird Drive, and North Kendall Drive corridors, respectively.

In terms of significant lags for lane-miles, the VARX models found a larger number of lags than the univariate models except for Bird Drive, for which there was only one significant lag for lane-miles in both the residential and commercial models. The VARX model found more lags because univariate models employed total development as an endogenous variable, which was a variable aggregating all types of land use, while VARX model treated both commercial and residential developments as endogenous variables. It was, therefore, possible to track interactions between land use and transportation more closely. However, the univariate models for the Bird Drive corridor had more lags for the land use variables than the VARX models. In the VARX modeling process, when more lags were included, the models had serious autocorrelation, which violated the assumption of variable randomness.

According to the VARX model estimations, the largest cumulative impact of roadway improvements on land development was found in the North Kendall Drive corridor among the study corridors, estimated as 410,420.1 (= 60,654.9 + 349,765.2) square feet, while the univariate model estimated it as 319,439 square feet. The difference between the two model estimation results could be explained by considering the largest lag included in the model. The largest lag for lane-miles was 21 in the VARX model and 11 in the univariate model, and the largest lag for land development was 23 in the VARX model and 12 in the univariate model. Therefore, cumulative impact estimated by VARX was larger than the univariate model estimation. The largest lag included in the univariate model for the Tamiami Trail corridor was 15 and the one in the VARX model was 16. Thus cumulative impacts estimated by VARX model and univariate model were close to each other and they were 345,679.5 square feet and 339,003 square feet, respectively. For the Bird Drive corridor, the largest lag for lane-miles was 18 in the VARX model and 23 in the univariate model, and the largest lag for land development was six in the VARX model and 25 in the univariate model. It was found that there was a
significant difference in the largest lag for land development between the univariate model and the VARX model. The difference influenced the cumulative impact estimation. The VARX model for the Bird Drive corridor estimated the cumulative impact as 46,578.6 (=7,632.8 + 38,945.8) square-feet while the univariate model estimated the cumulative impact as 110,397 square-feet. Controlling those endogenous variables with 15 and 25 month lags, the cumulative impact estimations became close to each other.

6.6 Examination of Traffic Conditions, Development Timing, and Density

As discussed in Section 6.1, development is influenced by transportation supply or accessibility, but is also determined by other factors. One important factor is the congestion level. Congestion not only reduces transportation accessibility thus the attractiveness of the land, but also prevents further development from taking place through the concurrency requirements. It has been shown by the univariate models and the VARX models that the effects of transportation investments varied in different study corridors. To try to understand why such variations exist, the traffic conditions in two corridors, Tamiami Trail and North Kendall Drive corridors, both state roads with historical traffic data (AADT) available, were examined.

A good measure of accessibility or congestion may be levels of service (LOS), which not only consider the number of lanes but also the roadway geometry, intersection geometry, and traffic control at intersections. Historical LOS data were, however, unavailable. Therefore, historical AADT data for state highway system from the Florida Traffic Information (FTI) CD-ROM series were used. To estimate the degree of saturation on different sections of the two corridors, volume over capacity (v/c) ratios were roughly approximated. The peak hour volume was assumed to be the product of AADT and the corresponding K-factor. The capacity of corridors was assumed to be 1,800 vehicles per hour per lane and was adjusted by the green to signal cycle length ratio, assumed as 0.6. The v/c ratios were calculated as the hourly traffic volume divided by the capacity of the road.

The annual estimated v/c ratios for the North Kendall corridor is presented in Figure 6.22 with the completion date of the two transportation improvement projects indicated by the red line. Three count stations at SW 127th Avenue, SW 137th Avenue, and SW 147th Avenue were in the improved sections. Thus the v/c ratios for these locations were calculated based on improved capacity after the construction. It may be seen that the v/c ratios at SW 127th Avenue and SW 137th Avenue were higher than one before the construction, indicating that these sections had serious congestions. The fluctuation of the v/c ratios between 1985 and 1993 might be the result of partial traffic diversion although there were no data to confirm this suspicion. However, it seemed that the decrease in traffic volume before the completion of roadway improvement projects might have been due to the construction. The traffic volume at SW 137th Avenue surpassed that at SW 127th Avenue in 1992, possibly due in part to the concentration of commercial development at the location. In 2000, the v/c ratio at SW 127th Avenue again was approaching 1.0, which might have hindered further development of the area. This, however, will need to be verified.
The estimated annual v/c ratios for Tamiami Trail are plotted in Figure 6.23. The section between SW 112th Avenue and SW 127th Avenue was improved and the v/c ratio at SW 122nd Avenue was the only one affected by the road improvement. Thus the v/c ratio at SW 122nd Avenue was computed with the improved capacity beginning in 1995. There was a decrease in the v/c ratio from 1989 to 1994, but after the improvement, the v/c ratio started to grow again. The v/c ratios at SW 137th Avenue increased between 1993 and 1995, reflecting increase of residential developments in the area between SW 137th Avenue and SW 147th Avenue in 1993 as shown in Figure 6.3(a). The difference of the v/c ratio between SW 137th Avenue and SW 139th Avenue was likely due to the travel originated from the area south of Tamiami Trail, which was loaded onto Tamiami Trail through SW 137th Avenue.
The univariate and VARX models both indicated that there were correlations between transportation projects and land development. To examine the timing of the transportation projects and land development, the time series of the cumulative building floor areas in square feet based on building permit records in the unincorporated Miami-Dade County area and the same in the three study corridors are plotted in Figures 6.24 through 6.27. The purpose is to determine if it is reasonable to suggest that the developments were likely the results of transportation improvements and not a reflection of overall growth trend.

From Figure 6.24, it may be see that there was a continuous, upward development trend, mostly residential, in the unincorporated Miami-Dade County, slow at the beginning but picking up after 1991. A spike also occurred mid 1994, after which the growth rate remained rather steady. In comparison, the development trend in the Tamiami Trail corridor exhibited a similar pattern but the spike occurred in mid 1996 (see Figure 6.25). The transportation improvement project was completed in 1995, which was before the Tamiami Corridor development spike and after the one for the unincorporated Miami-Dade County. In the Bird Drive corridor, the transportation improvements projects took place between 1991 and 1994, with accelerated increases in development occurring after the first stage of the transportation improvement project and continued after the the completion of the transportation improvement. The situation in North Kendall Drive was similar in that the growth rate sharply increased only after transportation improvement.
Figure 6.24  Cumulative Floor Space (Sq-Feet) based on Building Permit Applications in Unincorporated Miami-Dade County

Figure 6.25  Cumulative Floor Space (Sq-Feet) based on Building Permit Applications in the Tamiami Trail Corridor
Figure 6.26  Cumulative Floor Space (Sq-Feet) based on Building Permit Applications in the Bird Drive Corridor

Figure 6.27  Cumulative Floor Space (Sq-Feet) based on Building Permit Applications in the North Kendall Drive Corridor
In Figure 6.28 the development densities are plotted for the period between 1987 and 2000 for the unincorporated Miami-Dade County and the three study corridors. To calculate the densities, the sum of building floor areas from the property tax database was calculated for each year, which was then divided by the total areas for the same year excluding roadways. It may be seen that the density growth rate in unincorporated Miami-Dade County remained steady between 1987 and 2000, while the densities as well as the density growth rates in the Bird Drive and North Kendall Drive corridors were both higher than those of the unincorporated Miami-Dade County. Tamiami Trail corridor area had the lowest development density and also the lowest rate of density increase. The difference may not be adequately explained by transportation, as other market factors also play important roles.

Figure 6.28 Density of Development in the Study Areas and Unincorporated Miami-Dade County
7. CONCLUSIONS

Land use and transportation interaction has been a research topic for several decades. Many theories and models have been suggested to study this well-known, yet extremely complex, process. Using a confirmatory analysis approach based on prior theories and models certainly has helped us gain some insights into this complex process of land use and transportation interaction. However, empirical studies have suggested that land use and transportation interaction patterns can be highly variable in different geographic areas. Each geographic area tends to have its own unique characteristics that may lead to a different pattern of land use and transportation interactions. The patterns are also likely to vary as we examine them at different spatial and temporal scales. As geographic processes often exhibit properties of both spatial dependency and spatial heterogeneity, the challenge is to identify the spatiotemporal patterns underlying these complex geographic variations.

With recent advancements of GIS technology and research progress on temporal GIS, we are now equipped with better tools to tackle complex geographic processes. This project successfully implemented a temporal GIS, coupled with an exploratory analysis approach, that allow systematic and interactive ways of analyzing land use and transportation interaction among various data sets and at user-selected spatial and temporal scales. Temporal GIS databases implemented in this project makes it feasible for the analysis of spatiotemporal interaction patterns in a more efficient and effective way than the conventional snapshot GIS approach. Extending Sinton’s measurement framework into a spatiotemporal interaction framework also provides a systematic means of exploring land use and transportation interactions.

In addition to develop temporal GIS tools to support the study of land use and transportation interactions and to support land use and transportation modeling, historical time series data on land use and transportation have been analyzed for selected corridors in the Miami-Dade County. For corridor level analysis, the geographic scale of land use data in temporal GIS databases should be property parcel to accurately reflect the development pattern and the temporal scale should be month.

Both univariate models and multivariate models were developed. Since the dominant type of land developments was residential, data for residential developments had variations whereas many data points for commercial developments were found to be 0. Therefore, residential models were well expressed in terms of roadway improvements and had shown more significant impacts from roadway improvements than commercial models had.

The magnitude of impacts was quantified in terms of building square feet from building permit applications per unit lane mile increase. Cumulated impacts on land use in the Tamiami Trail and North Kendall Drive corridors were larger than that in the Bird Drive corridor. The v/c ratios estimated from historical traffic data in the Tamiami Trail and North Kendall Drive corridors indicated that several sections had low levels of service before the improvements and traffic on those sections increased after the improvements, likely the results of both new developments and traffic diversion and other travel behavior changes.

The lag effects between transportation improvements and land-use development were examined.
By comparing the results of model estimations, it was found that in two principal arterial corridors, Tamiami Trail and North Kendall Drive, the responses from land-use development to roadway improvements were faster than that in the Bird Drive corridor. A plausible explanation may be that the traffic congestions in these two corridors were more severe and were constraining the development because of the Florida concurrency requirements. Consequently, increased accessibility might have resulted in faster response in land use. Impacts of roadway improvement on land use may continue to be felt under the conditions that population and employment growth continues in the urban area, that developable land is still available, and that traffic in the corridor does not reach saturation level, among other market factors.

Estimated lag effect for Lag1, which is the time span between the completion of a roadway expansion project and increased building permit applications by developers for new developments, ranged from a few months to one and one half years, which was shorter than lags found in Cervero’s study (2003) (two to three years). However, it should be pointed out that land development may respond much earlier to the transportation improvement projects. The developers may have begun assembling land when the transportation projects were planned. Such activities, however, are more difficult to detect and track.

The averages of Lag2 and Lag3, which are institutional lags for the building department to review applications and issue permits and the construction period for new developments, respectively, were found to be four months and 10 months with standard deviations of four and nine months, respectively. Consequently, it took two to four years for travel demand to respond to road investments in the growing areas in Miami-Dade County.

The historical data available to this study were still limited in the sense that there was only one significant improvement in the transportation system in each of the study corridor. A longer modeling period that includes more than one cycle of transportation improvement-land use development will allow a better understanding of the transportation-land use interactions and improvement of the accuracy of the models. Additionally, the lack of traffic data also prevented the effects of congestion on land development to be adequately considered. Preservation of historical data remains a serious challenge.

8. RECOMMENDATIONS

Given the state-of-the-art nature of this research topic, there are many follow-up research opportunities to further improve the results from this project. The spatiotemporal interaction framework used in this study offers a general structure to lead users in a systematic manner to explore land use and transportation interactions. This framework, however, may be too cumbersome to follow for transportation planners with limited GIS background. Additional custom application tools are needed to make it a more user-friendly system. Integration of existing land use and transportation models into the system will be another possible improvement area. The rich set of temporal GIS databases can be used to generate input data for the existing land use and transportation models. Results from these models can be compared with the interaction patterns identified from spatiotemporal exploratory analyses to validate the models. The temporal GIS design in this system also has room for other improvements. For example, temporal GIS databases can quickly grow into large files. Therefore, innovative
approaches to database design and spatiotemporal analysis procedures are needed to achieve a reasonable performance level. Additionally, remote sensing data, especially with the availability of high-resolution images, may be useful for analyzing land use and transportation interactions. However, incorporation of remote sensing data will require an extension of the temporal exploratory GIS design developed in this project to facilitate the simultaneous analysis of both vector and raster GIS data. These improvements will help make spatiotemporal exploratory data analysis a useful approach to studying land use and transportation interaction.

As most data sets available to this project were at an annual or a coarser temporal scale, the temporal resolution level chosen for the implementation of this project was year. It should be noted that the data model and the computer programs developed to time-stamp snapshot GIS databases and to create space-time composite databases are capable of handling temporal data at any resolution levels (i.e., year, month, day, hour, minute, or second). Various data sets may be collected and stored at different temporal scales. However, care must be taken if various databases are of different temporal resolutions. For example, if a user performs an analysis of data from annual land use databases and hourly traffic counts databases, the results could be misleading since the traffic counts data may vary by hours, days, or months while the land use data may remain constant in any given year. In this case, the traffic count data should be aggregated to AADT before a spatiotemporal analysis is performed. When data sets become available at finer temporal resolution levels, the temporal GIS user interfaces developed in this project can be modified to store and manage different temporal scales (e.g., monthly, daily, or hourly). For example, the temporal scales shown in the dialog windows, developed as Visual Basic forms, may be changed from years to months, days, or hours. The computer programs will automatically retrieve and compare the temporal data to ensure consistent temporal scales before proceeding with spatiotemporal analyses.

A critical aspect of this and similar studies is the preservation of historical land use and transportation data, the latter including both transportation improvement project data and traffic and LOS data. In addition to being useful to empirical studies, disaggregate microsimulation models of land use and transportation also need a significant amount of historical data. With the advances in information technology including temporal GIS and ever-improving information systems at public agencies, more data will become available in the future. However, it is extremely important for different agencies and even different divisions within the same organization to share data and develop an integrated and shared information system in place of today’s often separate, disconnected, and in some cases, incompatible or even conflicting databases. Establishment of enterprise databases including GIS databases will involve coordination among different agencies as well as modification of the business processes.

In allocating growth in the long-range planning process, it will be necessary to consider the growth trend in the past, the “need” for commercial development in an area, the congestion level, and the availability of developable land. For a highly developed area with considerable congestion, transportation improvements may result in new land developments within a shorter period of time. In other words, the initial lags may be shorter. For an area with a significant amount of developable land and low congestion level, the lags may be longer. However, the results from this study cannot be generalized because of the limited number of case studies. Therefore, the study pointed to the need to consider the lag effect in developing land use data.
This study focused on finding empirical evidence to support land use and transportation modeling. The full market mechanism was not modeled but is necessary for a land use model to capture in order to take into consideration of other factors such as developable land, land price, housing price, quality of schools, accessibility, etc. While results from this study supports more detailed analysis of land use and transportation interactions, more powerful models that are based on economics theories are needed to explain the mechanism of their interactions.
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