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Cube 7 

Major release expected in 2020

Big changes are coming!

New Interface
• Windows 10 interface with a modern look and feel

New Network Editor
• Network and GIS windows combined for better 

functionality and user experience.

Voyager Improvements

Major Updates to Application Manager and 

Task Monitor

Improvements to Cube Cluster



Cube 7 will be a big change from Cube 6

• To help ease in the transition to Cube 7 new releases of 

the Cube 6 branch will continue to be made alongside 

Cube 7 until it is determined that the Cube 6 branch is 

ready to be closed.    

• A Cube 7 beta testing program will be launched to give 

customers under maintenance early access.

• Migration Tools for converting updated file formats 

from 6 to 7 will be made available.

Cube 6 to 7 Transition



Cube 7: New Modern Interface

• The UI will have a 
modern look and 
feel.

• Allows the user to 
customize many 
aspects of the look 
and organization of 
the system.

• The user will be able 
to have themes and 
even tie basemaps to 
those themes (i.e. a 
dark basemap along 
with a dark menu 
theme, etc).



Cube 7: New Modern Interface

• Users can 
view 
multiple 
tabs at 
once.

• Multiple 
windows 
can be 
opened 
simultaneo
usly and 
dragged to 
different 
screens.



Cube 7: Cluster 
• Will have much greater usability and manageability
• Based on a robust client-server protocol system rather than 

file based inter-process communication
• Consolidated and centralized cluster node management; 

compute resources (individual computers) will be 
registered into the system initially and then cluster runs 
will be able to be started from one central machine and 
managed within one interfaces (no longer will you have 
dozens of cluster voyager windows)

• The system will not require specific assignment of cluster 
nodes; it will automatically determine with nodes to assign 
for a particular Multistep or Intrastep, but users will be 
able to override this behavior

• The user will be able to manage multiple Cube cluster 
compute pools from one interface / client (i.e., multiple 
model runs could be started and monitored from one user 
interface even if each run is occurring on a different set of 
computers)

• Natively use GIS formats for networks; currently the 
Network program will convert every input format to 
the Cube binary network format temporarily, perform 
the work, and then convert back to the appropriate 
output format (mdb, gdb, etc). There will be 
additional options for working with new data sources 
(relational databases, etc)

• The 32K zone limit will be increased to "virtually 
unlimited“

• Improved data formats and I/O performance

• Further Speed Enhancements for Highway, PT and 
other Voyager modules

Voyager



Cube 7: New Network Editor and GIS Tool

• High performance visualizations with 
better support for much larger datasets.

• A single interface for Network / GIS data 
(no distinction between Cube Network 
Window and GIS Window).

• Greater data flexibility with native 
support for a wide variety of modern GIS 
data sources, particular database 
systems implementing OpenGIS Simple 
Features or SQL/MM, such as Spatialite, 
PostGIS, Oracle, Microsoft SQL Server, 
and more!

• New collaboration opportunities. Cube 7 
will support true relational database 
management systems and thus users 
may collaborate on the same data 
concurrently within Cube just as they 
would with any other database 
application



Cube 7: New Network Editor and GIS Tool

• Powerful query capability that 
allows vector data layers to be 
updated dynamically based on 
standard spatial queries in a very 
low friction interface; this query 
capability allows for very powerful 
geoprocessing tasks through a 
standard SQL interface (query 
templates will be provided for 
common types of tasks to make 
things even easier)

• Cube Networks will be more robust 
and provide better data validation

• Modifying highway networks 
within a Cube network databases 
will automatically update and 
ensure consistency across all 
transit networks in the same 
database



Cube 7: New Network Editor and GIS Tool

• Support for multiple 
basemap sources, ArcGIS 
Online, Open Street Map 
data, etc

• Full support for 
WMS/WMTS

• Foundation for much more 
complex visualizations and 
potentially animations to 
be added into the system 
on a regular basis (some 
examples may be GPS path 
animations, or a 2.5D desire 
line visualization, etc); the 
new system will be much 
more flexible allow quicker 
implementation of these 
and other capabilities



Cube 7: Application Manager 

• Application Manager will have a new look and 
have more powerful visual capabilities such 
as:
• Zooming / scaling,
• An overhead mini-view of the current 

flowchart,
• Hover over group box displays preview of 

that group's flowchart
• Ability to view the entire application 

group tree hierarchy and navigation
• Users may specify how far up a group 

hierarchy that an input file may be "public"
• Model run mode; AM will allowing running of 

an application and all of its subgroups in a 
read-only view that highlights the currently 
running program and various statistics about 
the current run (similar to Task Monitor but 
more detailed)



Cube 7: Application Manager 

• History allows for undoing changes

• Grouping Control



• A next generation alternative model scripting system based on 
Voyager technology

• Utilizes Python, for an easy-to-learn and integrate experience

• Greatly enhanced flexibility in the assignment algorithm 
processes with more control over individual phases

• Powerful capabilities for manipulating matrices and networks

• Able to perform GIS analyses directly within CubePy

• Interoperate between popular Python libraries such as scipy and 
numpy, as well as other libraries callable from Python

Introduction of CubePy

New Cube Library for Python

• In Cube 7, we are committed to creating an 
experience that works very well with industry 
standard version control systems

• Full support for relative paths throughout Cube 
(Scenario Manager, Application Manager, 
Voyager, etc) and relative paths will be the 
default behavior for file paths when possible, 
which will mean that no updates are needed 
when the root directory of a model is moved, for 
instance

• Provide updated configuration file formats, such 
as the catalog file, so that version control 
systems may easily track modifications to 
scenarios and keys

• We will provide guidance on how best to utilize 
Cube with version control systems

Version Control



New GPU Computing in Cube 7

• Cube 7 will be the first version of Cube to make use of GPU co-processors for both Visualization and Computation.  

• Current Analyst Drive GPU version slashes runtimes for large problems.  A single class Chicago model time was reduced 
from over 7 hours on an Intel i7-8700 to under 12 minutes on an Nvidia RTX 2070. 

• A Florida Statewide Model (circa 2012) AD test reduced runtimes from 5 hours 21 minutes to just 24 minutes, a 13X 
speedup

Class nzA nzX nzb CPU Gradient 
time (s)

GPU Gradient 
Time (s)

Gradient Computation 
Speedup (X)

CPU Iter
Time (s)

GPU Iter
Time (s)

Total Iter
Speedup (X)

Per Iteration 
Time Savings (s)

1 78026272 2363837 10818 32 0.3 106.6666667 63 1.6 39.375 61.4
2 166380269 1558394 10720 56 0.58 96.55172414 77 2.9 26.55172414 74.1
3 74617942 551040 10606 25 0.3 83.33333333 33 1.5 22 31.5
4 214592 17622 2821 0.35 0.04 8.75 0.4 0.3 1.333333333 0.1
5 4311412 57592 7964 1.4 0.06 23.33333333 1.8 0.38 4.736842105 1.42
6 43455642 3020901 10695 23 0.2 115 61 1.1 55.45454545 59.9
7 30690138 2035163 10700 16 0.16 100 41 0.9 45.55555556 40.1
8 112736160 3034003 10829 45 0.41 109.7560976 85 2.12 40.09433962 82.88
9 30563354 630061 10238 11 0.17 64.70588235 17.5 0.9 19.44444444 16.6

Florida Statewide Model – CPU vs GPU AD runs.  nzA=non-zero route choice matrix entries, nzX= non-zero OD matrix entries, nzb=total counts with non-zero 
initial volume.  Gradient computation is entirely done on GPU and is the most computationally significant piece of each iteration.



Cube 7: Other Anticipated Features

• CubePy library for running 
Cube from Python scripts.

• GPS Processing Tools.

• New and Improved 
Database and Matrix 
Editors.

• A powerful data format API 
for integration with various 
processes and workflows

• Migration tools for moving 
from Cube 6 to 7

• Improved Cube reports

• New tools for Mobility 
Services modeling 



THANK YOU



Cube 7 Gallery












































